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Introduction (1)
üUser Intent Classification: Text-to-label Classifiers
• Understanding users’ intents based on the input queries issued by users

• Understanding  users’ responses to actions previously taken by the systems

üExtensible User Intent Classification
• The task number is continuously growing through time

üChallenges
• Parameter explosion

• Catastrophic forgetting



Introduction (2)
üSolution: the Meta Lifelong Learning (MeLL) framework

üComponents
• Text Encoder

• Global Memory

• Local Memories

• Task-specific Layers



Introduction (3)
üFunctionalities of Different Components
• Text Encoder: learning the semantics of 

input texts (slowly updated)

• Global Memory: storing the class 
semantics across tasks (fast updated)

• Local Memories: storing the task-specific 
class semantics (frozen once assigned)

• Task-specific Layers: generating task-
specific outputs



Related Work

üUser Intent Classification

üLifelong Learning
• Solving an unlimited sequence of tasks with the help of previously learned tasks

üMeta-learning
• Training meta-learners that can adapt to a variety of tasks with little training data 

available 

üPre-trained Language Models

MeLL: leveraging ideas of both lifelong learning 
and meta-learning for user intent classification 
based on pre-trained language models 



MeLL: Basic Model Structure



MeLL (Training Time)



MeLL (Inference Time)



Global and Local Memory Networks 
üGlobal Memory Network
• Each “slot” stores the “centroid” representation for each class.

• Replacement policy for “slots”: Least Recently Used (LRU)

Initial Stage

Update Rule



Feature Fusion and Model Output
üFeature Fusion
• Attentive score

• Attentive features

üModel Output
• Each task has its own task-specific output layer.

Results from 
BERT encoder

Results from 
global memory



Experiments (1)
üDatasets
• TaskDialog-EUIC: built from three public query intent classification datasets

• Hotline-EUIC: a real-world e-commerce dataset for response intent classification 
in hotline agents

üExperimental Settings
• bert-base-en (uncased) for TaskDialog-EUIC

• roberta-tiny-chinese for Hotline-EUIC



Experiments (2)
• Examples of Hotline-EUIC



Experiments (3)
üOverall Model Performance



Experiments (4)

üAblation Study
• The meta knowledge plays an 

important role in overall model 
performance. 

üParameter Analysis



Experiments (5)

üOnline Deployment
• A/B test on AliMe hotline system

• Online system
• Task-specific TextCNN models 

üSalability Analysis
• Number of parameters w. the 

number of tasks



Conclusion
üWe present the MeLL framework to address large-scale extensible user intent 

classification.

üExperiments and online A/B test show that MeLL consistently outperforms 
strong baselines.

üFuture work:
• How MeLL be employed to solve other tasks and support other applications. 
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