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Introduction (1)
üFew-shot learning for pre-trained language models (PLMs)
• Using prompt-based approaches to fine-tune PLMs

• A few approaches (e.g., P-tuning) employ continuous prompts to ease the 
process of human engineering

• The performance may be limited by the small training sets

üTransferable Few-shot Learning

• Prompt-based approaches can capture the knowledge across similar NLP 
tasks



Introduction (2)
üOur idea: the TransPrompt framework
• Multi-task Meta-knowledge Acquisition: learning the transferable representations of 

prompt encoders and PLMs jointly across similar NLP tasks 

• Task-aware Model Specification:
• Model Adaptation: adaptive to specific existing tasks

• Model Generalization: generalized to new tasks



Multi-task Meta-knowledge Acquisition 
üNew techniques for capturing transferable knowledge
• Universal Prompt Encoder

• Two Debiasing Techniques



Multi-task Meta-knowledge Acquisition
üProtype-based Debiasing: learning instance-level transferable knowledge
• Compute prototype scores to select transferable instances across tasks

üEntropy-based Debiasing: learning task-level transferable knowledge
• Add an entropy-based loss to make the PLM more task-agnostic



Task-aware Model Specification
üModel Adaptation: fine-tuning the corresponding prompt encoder and the 

PLM

üModel Generalization: using the parameters of the universal prompt
encoder to initialize its own prompt encoder 



Experiments (1)
üFew-shot experiments of TransPrompt

• Model: Roberta-large

• Training data: 16 shots



Experiments (2)
üFull-data experiments of TransPrompt

• Model: Roberta-base

• Training data: full training sets



Conclusion
üWe present the TransPrompt framework for few-shot learning across similar 

NLP tasks.

üExperiments confirm the effectiveness of TransPrompt over various NLP tasks.

üFuture work includes:

üUsing TransPrompt in other application scenarios and other NLP tasks

üExploring how TransPrompt can be applied to other PLMs apart from BERT-style 
models
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