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Introduction (1)
üTransfer learning for Pre-trained Language Models (PLMs)
• Fine-tuning by multi-task learning: learning from source-domain datasets may 

force PLMs to memorize non-transferable knowledge of source domains, leading 
to the negative transfer effect 

Research Question: how can we 
transfer knowledge across distant 
domains with different classification 
targets for PLM-based text 
classification? 



Introduction (2)
üOur idea: the Meta-DTL framework



Task Representation Learning
üLearning the prototypical vector for each class in each task
• The input includes both the text and the class label

PLM Encoding Function



Multi-task Meta-learner Training 
üObtaining the meta-knowledge
• Considering both the instance-level and the class-level meta-knowledge

üTraining the meta-learner
• Weighted cross-entropy loss

• Weighted Maximum Entropy Regularizer



Task-specific Model Fine-tuning 
üFine-tuning the meta-learner for specific tasks
• The dataset-level loss function



Experiments (1)
üExperimental datasets



Experiments (2)
üOverall experiments



Experiments (3)
üAblation Study üLearning with Small Data

• Using a small number of MNLI training 
samples



Conclusion
üWe present the Meta-DTL framework for few-shot learning across tasks with 

distant domains and labels.

üExperiments confirm the effectiveness of Meta-DTL over various NLP tasks.

üFuture work includes:

üUsing Meta-DTL in other application scenarios and other NLP tasks

üExploring how Meta-DTL can be applied to other PLMs apart from BERT-style 
models
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