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Introduction
üPre-trained language models have achieved significant success in NLP.

üA learning gap exists between pre-training and fine-tuning.

üFor a group of similar tasks, parameters of all task-specific models are 
initialized from the same pre-trained language model.
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Introduction
üOur solution: meta fine-tuning

• Target of meta fine-tuning: learning the transferable knowledge across all 
domains



Key Ideas of Meta Fine-tuning
üLearning from Typicality

üLearning Domain-invariant Representations



Learning from Typicality

üAn instance is typical if and only if it is:
• Close to its in-domain class centroid in the 

embedding space

• Not far from its out-of-domain class 
centroids in the embedding space



Learning Domain-invariant Representations
üCorrupted domain classifiers
• Input: true domain embeddings, BERT embeddings 

• Output: corrupted domain labels

Goal: forcing BERT to hide 
domain-specific information



Experiments

üSentence pair classification (MNLI)

üSentence classification 
(Amazon Reviews)



Experiments
üFew-shot learning

üCase study



Open Source 
üMeta Fine-tuning is integrated into the EasyTransfer library.

https://github.com/alibaba/EasyTransfer

A transfer learning framework 
for NLP applications
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