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Knowledge graph (KG) is a semantic network used to model entities and the relations between them.
While most automatically constructed Chinese KGs are general and large-scale, they are insufficient
in long-tail entities and relations in specific domains.

To meet the needs of practical applications for a certain domain, we propose a general
framework to construct a Chinese domain knowledge graph (DKG). It utilizes Wikipedia pages related
to the entertainment industry as data source for demonstration purpose, extracts seed entities and
relations from categories and infoboxes to construct an initial DKG, and employs a word embedding
based linear projection model to cover more long-tail facts from texts.
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and Relation Extraction

DKGBuilder has an offline module and an online module, responsible for DKG construction and
demonstration respectively.

The offline module is consists of three parts: 1) seed knowledge graph construction, which takes a
couple of human-defined template names from Wikipedia to obtain domain entities and extracts
seed attributes and relations with a simple approach of pattern matching; 2) fine-grained entity
categorization, a way to construct domain taxonomy via is-a relation classification; and 3)
representation learning and relation extraction, aiming at harvesting long-tail domain facts from
text by a word embedding based linear projection model under distant supervision.

The online module provides services like semantic search, deep reading, etc.

X SRR E MR RASR X U AR EIERERTRAS

XALEXREA  XAEXRTULESL  SRRERSTHER

XAESLEXREA

KEXRTAALESR  QURAAERSIHER

) ;—‘-\q 8
M FHR—FTE, REXAT—R551AHNNREEL, BIRLLSHBER LIRS i %3 THF
EREE, MSE1ARRMNER. REFED, YRTE=+ARLNERE ~ _
R, XEBMHRAE. — CERHH ERMBAERERNT: wk | ERBH BF 3
EEEE B RBERKITY CERHH P —— x - ERER  1989FESH
) ARR #EF RS
FIEIR o & R
2 . R o
AXREBABH, THAH, EHRE, ITHERETERERE, LERMES; LRMZEAMT: E¥E CNHK
EAREL, BBTHRFRS, TAREMEROATH, BE—5H CEREH i
DRI KBEE. XBEANMERABLDE, FELREBETTARR IRT BT ROEE AR S RES T FTREZ4L 2 KATIE CHAN
£, EHRBTBRAFAFTRERY P RETTAR. THE ERHWD BX - & PRODUCTIONS
HKL, BHERRE, BHRAREERRIREN—Z. HNSHARARS BWIEN ER EHRHEM ) CO.LTD
HHRE, HERBYYRBNEYE, CRABIRIDAMNGBHA, ol =3 S
F WIEE (Leah)
FHELESWABERIGEHN CEREH ik
EiEEs =35
ol H4 B8 1969 8 8
EHCR B ARBRALY CERAH WS R
w X% THES (19894 -
1996 % 42)

ER | BX

Fig. 3. Deep Reading Fig. 4. Semantic Search



