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Chinese Is-A Relation Extraction

e Chinese 1s-a relation extraction

— Chinese 1s-a relations are essential to construct large-scale Chinese
taxonomies and knowledge graphs.

— It 1s difficult to extract such relations due to the flexibility of language
expression.

« User generated categories

— User generated categories are valuable knowledge sources, providing fine-
grained candidate hypernyms of entities.

— The semantic relations between an entity and its categories are not clear.
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Baidu Baike: one of the largest online encyclopedias in China,
with 13M+ entries
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Categories: Political figure, Foreign country, Leader, Person
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The task: distinguishing is-a
and not-is-a relations between
Chinese words/phases

Barack Obama

Is-a

Categories: Political figure, Foreign country, Leader, Person
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Background

e Taxonomy: a hierarchical type system for knowledge graphs,
consisting of 1s-a relations among classes and entities

— Example Entitiy
Classes
Political Leader I Scientist IDeveIoped Country I
Entities
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Describing the Task

* Learning is-a relations for taxonomy expansion

Developed Country

Political Leader

Learning
Algorithm

* Wi |0 | 2 261
s RED =
[FXT] i (RBERS) BRI RIS
Mz -RFE-RBD (Barack Hussein Obama) , 196158R4BHE, XEREXBEIAR, BUEIXERSE, hEE

BSLE . 19915, RED ) M, Kik12%
(1992%F-20045F) , 200742R810H, BHASN008FEXERLRES, 2008F11 B4R ERHIENZEBL.

2009%10A9H, HEGENRERRMRMEIRATFEL [ | 201211568, B7TREESBHARES, REDHRHANE
REABBR, MINET.

Key challenge: identify /s-a relations from
user generated categories

Nz -FEE-REDF201451 B10AE2BREHEFULZSERNSAFEXRVFHFNFEHTEERLE, 2 2014
F12R, RBISNTBIFRFARCode orgHMIREAR, & E, REDFMFISE—/\BRJavaScriptfth, HMINBEL
T—NEAR. EEMANTEEE FEURERNESA.

20153A11H, MR -ERE REDEEERSATAS, #RAE—M. © 2015658, ABDESAWNREIRA
E#1E (Obama Presidential Library) "#§5&F T4 MEAFES, 20156108, (iEHE) A% THEER
REZMOAY, SHREN. O 20155 11A48, REDR GEHI) SRBERDAMHHT s REDEHR

HE=A1. 7 2015512A22A, HEEMN, REDERZNI SAHERETIE—, ©
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Modeling the Task

* Taxonomy
— Direct acyclic graph G = (E, R) (E: entities/classes, R: 1s-a
relations)
» User generated categories
— Collection of entities E™
— Set of user generated categories: Cat(e) fore € E*

 Goal

— Predict whether there 1s an 1s-a relation between e and ¢
where e € E* and ¢ € Cat(e) based on the taxonomy G
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Previous Approaches

Pattern matching-based approaches

— Handcraft patterns: high accuracy, low coverage
» Hearst Patterns: NP; such as NP,

— Automatic generated patterns: higher coverage, lower accuracy
— Not suitable for Chinese with flexible expression

Thesauri and encyclopedia based approaches

— Taxonomy construction based on existing knowledge sources
* YAGO: Wikipedia + WordNet
* More precise but have limited scope constrained by sources *

. . f_\' 'H
— Chinese: relatively low-resourced YG -

elect knowledge

e No Chinese version of WordNet and Freebase available
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Previous Approaches

INPUT PROJECTION OUTPUT

Text inference based approach

w(t-2)

— Infer relations using distributed similarity measures

« Assumption: a hyponym can only appear in some of the D \
contexts of its hypernym and a hypernym can appear in all ]
contexts of its hyponyms

w(t+1)

— Not suitable for Chinese with flexible and sparse
contexts w(2)

Word embedding based approach

— Represent words as dense, low-dimensional vectors

w(t-2)

— Learn semantic projection models from hyponyms to
hypernyms

w(t-1)

— State-of-the-art approach for Chinese 1s-arelation
extraction (ACL’14)

w(t+1)

w(t+2)
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Learning from Previous Work

e [essons learned from “‘state-of-the art”

— Use word embeddings to represent words

— Learn relations between hyponyms and hypernyms in the
embedding space

e Basic approaches

— Vector offsets /20"’“‘” AUNT QUEENS
— Linear projection man UNCLE/ KINGS \
QUEEN \ QUEEN
KING / KING /
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Observations

 Word vector offsets between Chinese 1s-a pairs
— Multiple linguistic regularities may exist in 1s-a pairs
 Different levels of hypernyms

 Different types of is-a relations (instanceOf vs. subClassOf)
 Different domains

Example with English Translation Vector Offsets

True Positive | o( HA) — 9(EXK) ~ v(JRANL) — 7(EXK) 1.03 ~ 0.99
v(Japan) — ¥(Country) ~ ¥(Australia) — v(Country)

Observation 1 | 7( HZA) — ¢(EXK) # v(HA) — d(LMER) 1.03 % 0.71
v(Japan) — ¥(Country) % ¢/(Japan) — ¥(Asian Country)

Observation 2 | ¥( HA) — 9(EXK) # v(FNE) — 7(EX) 1.03 % 1.32
v(Japan) — ©(Country) % 9/(Sovereign State) — ¢(Country)

Observation 3 | 7(HA) — 9(EXK) % d(FA)/N) — v(KR) 1.03 % 0.39
v(Japan) — ¢(Country) % v(Watermelon) — ¢/(Fruit)
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General Framework

e Initial stage
— Train piecewise linear projection models based on the
Chinese taxonomy
 Iterative learning stage

— Extract new 1s-a relations and adjust model parameters based
on an incremental learning approach

— Use Chinese Hypernym/Hyponym patterns to prevent
“semantic drift” in each iteration
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Initial Model Training

* Linear projection model

— Projectionmodel: M3 (x;) + b = B(y;)
Projection matrix Word vector Offset vector

* Piecewise linear projection model

— Partition a collection of is-a relations R’ € R* into K clusters
(Cy,,Crr+, Ci)

— Each cluster Cj, share projection matrix M and offset vector I;k

— Optimization function:
- 1 R S 2
J(MobC) =1z ), MG + B =500
! ayneck
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Iterative Learning (1)

 Initialization
— Word pairs: positive is-a set R, unlabeled set U

— Model parameters: M}, and b i for each cluster

e Iterativeprocess(t =1,:--,T)
1. Sample §|U| word pairs from U, denoted as U®).

2. Use the model to predict the relation between words. Denote “positive’
word pairs as U®.

3. Use pattern-based relation selection method to select a subset of U

bJ

which have high confidence, denoted as Uf).

4. Remove Uit) from U and add itto R’.
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Iterative Learning (2)

* Iterative process (t =1,---,T)
5. Update cluster centroids incrementally basedon U} (&)

1
A(t+1) _ 20 (t
C, =0y (t)| v(x;) — v(yl — c,(C )
Vel @, e

/ LYi)E
New centroid \ Distance from centroid

Old centroid Learning rate of centroid shift

6. Update model parameters based on new cluster assignments.

J (M,Et),E,Et); C,Et)) - Z ”M;((t)ﬁ(xi) + B,Et) — v(y;) ”2

|C’Et) | (xi;yl')EC,Et)

DaSE

Data Science
&Engineering

18



Iterative Learning (3)

* Model prediction
— The prediction of the final piecewise linear projection models

— The transitivity closure of existing is-a relations

 Discussion

— Combination of semantic and lexical extraction of is-a relations
« Sematic level: word embedding based projection models
 Lexical level: pattern-based relation selection

— Incremental learning
« Update of cluster centroids

« Update of model parameters
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Pattern-based Relation Selection (1)

e Two observations

— Positive evidence
* [s-A patterns

* Such-As patterns
(between x; /xjand y)

Hypothesis: x;/x; is-a y

— Negative evidence

* Such-As patterns
(between x; and x;)

e Co-Hyponym patterns

Hypothesis: x; not-is-a x;

DaSE
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Examples of Chinese
Hypernym/Hyponym Patterns

Category Example
Is-A xiE— Ny

x;1sa kind of y
Such-As y, Blix;s x;

Yy , such as x; and x;
Co-Hyponym | x; xj'—‘f—%

xi, x; and others

x; not-is-a x;

20



Pattern-based Relation Selection (2)

« Positive and negative evidence scores

— Positive score

d® (x;, v+
PS(xiryl') = C(<1 (xl yl) >+ (1-a) nl(xl yl) )4
(

®
max d®(x,y) max, 1 (x,y) +y

Confidence of model prediction Statistics of "positive” patterns
— Negative score
ny(x,y) +y
NS(x;,v:.)=lo Chal
DT G+ 1) () + 1)

* Relation selection via optimization

— Target: select m word pairs from U®) to generate U J(rt)
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Pattern-based Relation Selection (3)

« Relation selection algorithm

Algorithm 1 Greedy Relation Selection Algorithm

1: Initialize Uf) = (;
2. while [UY| < m do
Select candidate is-a pair with largest PS: (z;,y;) = arg max, .. eUt® PS®(z;,45);

4:  Remove the pair from U@: Uﬁt) = Ugt) \ {(zi,v)};

s: ifNSO(zs,y) + 3 &y NS (z,y) < 6 then
(z,y)eU

6:  Add the pairto U\": U = U U {(zi, v}

7:  end if

8: end while

9: return Collection of is-a relations U. (t);
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Experimental Data

e Text corpus
— Text contents from Baidu Baike, 1.088B words
— Train 100-dimensional word vectors using Skip-gram model

* [s-arelation sets
— Training: A subset of is-a relations derived from a Chinese taxonomy
— Unlabeled: Entities and categories from Baidu Baike
— Testing: publicly available labeled dataset (ACL’14)

20000+
Dataset Positive | Negative | Unknown ® Unlabeled set
iki Taxonomy | 7,312 - - g 150007 ot

Wi y |7 E statistics
Unlabeled Set - - 78,080 5 10000-
Validation Set 349 1,071 - Ea
Test Set 1,042 3,223 - E  5000-

Z

0 T

L]
0 5 10 15 20
DaS E Number of Categories per Entity 24
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Model Performance

» With pattern-based relation selection
— The performance increases first and becomes relatively stable.

— A few false positive pairs are still inevitably selected by our approach.

« Without pattern-based relation selection

— The performance drops quickly despite the improvement in the first few

1terations.

0.90+ . 0.85+ .
-e- Precision -e— Precision

0.85+ -a- Recall 0.804 -a- Recall
-+ F-Measure -+ F-Measure

0.80- 0.75

0.75- 0.70+

0.70- 0.65

0.65 T T T 1 0.60 T T T 1

0 5 10 15 20 0 5 10 15 20
lteration Iteration
(a) With the pattern-based relation selection method (b) With no relation selection method
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Comparative Study

e Comparing with state-of-the-art

Method Precision (%) | Recall (%) | F-Measure (%)
Previous Methods
Hearst (Hearst, 1992) 96.2 19.8 32.8
Pattern-based ——__ ('™ (Snow et al., 2004) 67.3 28.1 39.6
D|Ct|onay -based — Taxonomy (Li et al., 2015) 98.5 254 40.4
DSM (Lenci and Benotto, 2012) | 48.5 58.1 52.9
Distributed Embedding (Fu et al., 2014) 71.7 74.9 73.3
similarity-based Our Method and Its Variants
. WSRE (Initial) 74.1 76.7 75.3
Word embedding WSRE (Random) 69.0 75.7 722
based WSRE (Positive) 75.4 80.1 77.6
WSRE 75.8 81.4 78.6
WSRE+Taxonomy 78.8 84.7 81.6
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Error Analysis

« Hard to distinguish related-to v.s. is-a relations (approx. 72%)

— False positives:
« H174 (Traditional Chinese medicine), 2 5. (Herb)
« G (Marshal), &5 %X (Strategist)
* Inaccurate representation learning for fine-grained hypernyms
(approx. 28%)
— True positive:
« 2%} (Orchid) , #H%7 (Plant)
— False negative:
e =K} (Orchid) , .5 HAEYIZ (Monocotyledon)
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Conclusion

e Chinese 1s-a relation extraction

— Initial model training: word embedding based piecewise
linear projection model

— Iterative learning: incremental learning with pattern-based
relation selection

— Application: weakly supervised taxonomy expansion

 Future work

— Learning generalized Chinese pattern representations for
relation extraction
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Thanks!

Questions & Answers

* The first author would like to thank COLING 2016 for the student support program.



