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Development and Challenges for Pre-trained Models

Larger pre-trained models often

lead to better performance.

Yet, it is not easy to apply large

pre-trained models to real-world,

industrial applications.

Rank Name Model URL Score

1 Liam Fedus SS-MoE 91.0

2 Microsoft Alexander v-team Turing NLR v5 90.9

3 ERNIE Team - Baidu ERNIE 3.0 C),' 90.6

+ 4 Zirui Wang T5 + UDG, Single Model (Google Brain) C),' 90.4
+ 5 DeBERTa Team - Microsoft DeBERTa / TuringNLRv4 C),' 90.3
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Barack Obamais a
Big Model
Computation time on cpu: 5.358 s & OVE R

Barack Obama is a Muslim — that's obvious to most people. Why Sma" FITTING

Obama is married to Dr. Jacqueline Kennedy Onassis (1942-2009) LabEIed Data

Compute

a. Large models are black boxes, which are prone to anti-common sense
errors. The prediction performance in specific domains is also poor.



DKPLM (Decomposable Knowledge-injected PLM)

Main Features of DKPLM

* DKPLM only uses knowledge graphs in pre-training, which is easy to tune and deploy during fine-tuning and
inference.

|t effectively protects the knowledge graph data and avoids leakage for cloud service.

* The structure of DKPLM is compatible with BERT and can be directly used by the open-source community.
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Taolin Zhang*, Chengyu Wang*, Nan Hu, Minghui Qiu, Chengguang Tang, Xiaofeng He, Jun Huang. DKPLM: Decomposable Knowledge-
enhanced Pre-trained Language Model for Natural Language Understanding. AAAI 2022
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DKPLM for Knowledge-enhanced Pre-training

Framework of DKPLM
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Entity semantics

’ Kevin Durant, Brooklyn Nets player in NBA, led the
N U.S. men's basketball team to the 2021 Olympic
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Key Techniques

* Knowledge injection for long-tail entities

* Avoiding learning too much redundant
knowledge

* No additional parameters

* Making the backbone fully aligned with
BERT

* Relation-based knowledge decoding

* Decoding the injected triple knowledge
as one of the pre-training tasks

Ltotal — )\1£MLM -+ (1 - )\1)£De



Evaluation Results

Our medical DKPLM Hugging Face Models

DKPLM BERT pai-dkplm-medical-base-zh ©
CMedQANER (NER) 84.79 81.43
CHIP20 (RE) 27.13 73.05 c pai-dkplm-financial-base-zh T
CMedMRC (MRC) EM=67.18 EM=66.15 Hosted inference API

F1=85.33 F1=84.08 Fill-Mask Baamples v

Mask token: [MASK]
Our financial DKPLM RE B ENSMASK] J
DKPLM BERT Compute

FiInNER (NER) 87.81 77.56
FinSent (Sentence 85.75 83.68 % 0o
Classification) B 0.012
FinMatch (Sentence 92.81 91.99 0 0099
Matching) . 0.007
FinNegReview (Sentence 93.81 92.50 a 0.006

C|aSSIflcatIOn) </> JSON Output Maximize
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Why Prompt-based Few-shot Learning?

v'Fine-tuning: requires sufficient labeled training data, hard to obtain in some real-world
applications

v Prompt-based Fine-tuning: a new paradigm for few-shot learning
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v'Current Problems of Prompt-based Fine-tuning
* Manually designed prompts and verbalizers

e Unstable results with different prompts

Tianyu Gao, Adam Fisch, Dangi Chen. Making Pre-trained Language Models Better Few-shot Learners. ACL-IJCNLP 2021



Contrastive Prompt Tuning (CP-Turing)

TOKEN LEGEND * Improvement of Prompts
[cs) | Classification head [y | Masked text token * Using continuous prompt embeddings in input
(not for prediction)
[PRO] | Learnable prompts [OMsK] | Masked output token N Improvement of Verbalizers
Masked output » Replacing verbalizer mapping with Contrastive Learning
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Ziyun Xu*, Chengyu Wang*, Minghui Qiu, Fuli Luo, Runxin Xu, Songfang Huang, Jun Huang. Making Pre-trained Language
Models End-to-end Few-shot Learners with Contrastive Prompt Tuning. arXiv



Evaluation Results of CP-Tuning

<)

Sentiment Analysis | Sentence Matching NLI Subjectivity

uacihong | Sicthod SST2 MR CR |MRPC QQP |QNLI RTE| supj |
Standard Fine-tuning | 78.62  76.17 72.48 64.40 63.01 62.32  52.28 86.82 69.51

PEL 92.06 87.13 87.13 66.23 70.34 64.38  65.56 91.28 78.01

LM-BFF (Auto T) 90.60 87.57 90.76 66.72 65.25 68.87  65.99 91.61 78.42

RoBERTa LM-BFF (Auto L) 90.55 85.51 91.11 67.75 70.92 66.22  66.35 90.48 78.61
LM-BFF (Auto T+L) 9142 86.84 90.40 66.81 61.61 61.89 66.79 90.72 77.06

P-tuning 9142 87.41 90.90 71.23 66.77 63.42 67.15 89.10 78.43

WARP 58.80  55.25  55.55 65.74 65.80 52.29  60.07 65.59 59.89

CP-Tuning 93.35 89.43 91.57 | 72.60 73.56 69.22 67.22 92.27 81.24

Standard Fine-tuning | 63.98 64.90 71.50 56.78 59.32 53.48 52.14 80.54 62.83

PET 87.11 81.47 88.32 57.21 66.16 55.32 61.85 83.28 72.59

LM-BFF (Auto T) 82.60 83.23 88.48 | 64.04 60.28 59.42 60.42 84.67 1219

ALBERT LM-BFF (Auto L) 86.83 83.02 89.12 63.43 59.49 56.86 57.33 88.08 73.02
LM-BFF (Auto T+L) 84.40 82.75 89.52 62.48 56.48 57.69  61.09 88.44 72.85

P-tuning 8542 84.32 82.35 58.76 57.46 58.97  55.07 84.32 70.83

WARP 66.63  65.59 72.34 63.48 58.20 57.45 53.86 62.41 62.49

CP-Tuning 89.63 84.68 90.39 | 63.52 71.05 62.02 61.92 89.02 76.52




Meta Knowledge Distillation (Meta-KD)

Goal: Improving the effectiveness of knowledge distillation across domains

Physics — Physics Equation @1 Physics
Teacher [ > =N Student
(a) Learning from an in-domain teacher.
Physics ﬁ
Teacher Physics Equation .@1 Physics
Mtk — > A Student
Teacher ‘/

(b) Learning from multiple teachers of varied domains.

All-purpose
Science
Teacher

Physics Equatlon @1 Physics
: N Student

po

(c) Learning from the meta-teacher with multi-domain knowledge.

Analogy Analysis

Students who master common knowledge
in math and physics can have a better
grasp of specific problems in math and
physics.

All-purpose
Science Teacher -> Meta Leaner

Haojie Pan*, Chengyu Wang*, Minghui Qiu, Yichang Zhang, Yaliang Li, Jun Huang. Meta-KD: A Meta Knowledge
Distillation Framework for Language Model Compression across Domains. ACL-IJCNLP 2021



Model Architecture of Meta-KD

Core idea: Selectively transferring cross-domain, transferable knowledge from
Meta Teacher to Student

Domain 1 _
v Input Instance w.  Predicted
Rk Label (x{”,y5”)  Label 9
O NKK Prototype ™~~~ |
<><><> \ S Output || Transferrable | £tka | Transferrable || Output
< N Score tk Layer Knowledge Knowledge Layer
Domain 2
S : : Encoder Encoder
ST ** Domain-expertise KD Loss
S ke Weight Ag) Encoder Lia
) S — Encoder
A <><> = Encoder
O cee
Embedding Embedding
<& Class 1 Sample? ¥¢ Class 2 Sample.: Meta-teacher Model Domain-specific
¢ Class 1 Centroid ¢ Class 2 Centroid Student Model



Experimental Results of Meta-KD

Compared to original BERT, the small model obtained by Meta-KD reduces

accuracy by 1.5% only. (#Para. 109M->14.5M)

Methods Fiction Government Slate Telephone Travel Average
BERT-single 82.2 84.2 76.7 82.4 84.2 81.9
BERT-mix 84.8 87.2 80.5 83.8 85.5 84.4
BERT-mtl 83.7 87.1 80.6 83.9 85.8 84.2
Meta-teacher 85.1 86.5 81.0 83.9 85.5 84.4
BERT-single — TinyBERT 78.8 83.2 73.6 78.8 81.9 79.3
BERT-mix — TinyBERT 79.6 83.3 74.8 79.0 81.5 79.6
BERT-mtl — TinyBERT 79.7 83.1 74.2 79.3 82.0 1Dl
Multi-teachers — MTN-KD 77.4 81.1 W22 1772 78.0 0 Vo
Meta-teacher — TinyBERT 80.3 83.0 75.1 80.2 81.6 80.0
Meta-teacher — Meta-distillation (ours) 80.5 83.7 75.0 80.5 82.1 80.4
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CLIP-style Models for Text-image Retrieval

v'EasyNLP supports Chinese CLIP-style Models
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Jiaxi Gu, Xiaojun Meng, Guansong Lu, Lu Hou, Minzhe Niu, Hang Xu, Xiaodan Liang, Wei Zhang, Xin Jiang, Chunjing Xu.
Wukong: 100 Million Large-scale Chinese Cross-modal Pre-training Dataset and A Foundation Framework. arXiv



CLIP-style Models for Text-image Retrieval

v'EasyNLP supports SOTA English CLIP-style Models for fashion

Evaluation Results on Fashion-Gen

Model

FashionBERT

KaleidoBERT

CLIP
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EI-CLIP
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Text

Canvas slip-on sandals in black.
Fringed edges throughout. Open
round toe. Leather lining in beige.
Round block heel. Tonal leather sole.
Tonal stitching. Approx. 3" heel.

Long sleeve cotton-blend jersey
henley in heather 'medium’ grey.
Crewneck collar. Three-button

placket. Rib knit cuffs. Tonal stitching.

Jersey skirt in black. Elasticized
waistband. Shirring at front waist.
Drop-tail hem. Fully lined. Tonal
stitching.

Top-1 result

of our CLIP Top-1 result of OpenCLIP
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DALLE-style Text-to-image Generation

EasyNLP Text-to-image Generation Models

* Specific for the Chinese

— R R b — I oo AR
|anguage (A propeller plane is on the runway of the airport) | - Soeat. it e el
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Aditya Ramesh, Mikhail Pavlov, Gabriel Goh, Scott Gray, Chelsea Voss, Alec Radford, Mark Chen, Ilya Sutskever. Zero-Shot Text-
to-Image Generation. ICML 2021
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A pIayfuI dog is runnlng across the grass
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A view of water with sunset in the background
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Chinese Painting Generation

PR K AT S TERR, W B R AwA B2
HREFE R BT R EH

Red plum blossom Thousands of flowers in spring
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Chinese Painting Generation

BE R LIVHEL,
RS N

Floating mist in quiet night Seeing mountain view in a sad mood



gZAlibaba Group
< PEREER

Main Contents

v'Knowledge-enhanced Pre-training

v'Deploying Large Pre-trained Models

* Prompt-based Few-shot Learning

* Knowledge Distillation for Large Pre-trained Models

v'Multi-modal Pre-trained Models

v'Overview of EasyNLP



Alibaba Group
PRSI

Overview of the EasyNLP Toolkit

v History
* In 2021, we started building the EasyNLP toolkit.
e EasyNLP has supported over 10 BUs in Alibaba Group since 2021.
e Starting from May 2022, EasyNLP goes open-sourced in GitHub.

v’ Features of EasyNLP

e Easy to use and highly customizable

Compatible with open-source libraries

Knowledge-enhanced pre-training

Deploying large pre-trained models (knowledge distillation and few-shot learning)

Multi-modal pre-trained models

Alibaba Cloud-PAl

Chengyu Wang, Minghui Qiu, Taolin Zhang, Tingting Liu, Lei Li, Jianing Wang, Ming Wang, Jun Huang, Wei Lin. EasyNLP:
A Comprehensive and Easy-to-use Toolkit for Natural Language Processing. EMNLP 2022



EasyNLP Framework

Environments Local Environment ] [ Cloud Environment (PAI Products)
Solutions Text Tagging ] [ Spam Detection ] Text Retrieval ] [ User-defined Solutions
4 ) / AppZoo \ ( Few-shot Learning )

[ Text 1 .| Sequence
| Classification | \Text Matchmg“ Labeling | [ PET ] [ P-Tuning ] [ CP-Tuning ]
( Language | Feature Text 1S %
Modeling || Vectorization || Generation | ( Knowledge Distillation )
. [ Text-Image | [Text-to-I | ( ) .
Basic 29 EXTOMAIE  Other Apps Vanilla KD || MetakD | | Data Augmentation
Matching Generation
Modules | \- ) \ —/ )
4 Model Zoo N IO Modules
GPT mT5 CLIP ARTIST Table ODPS CSvV WebDataset
\ A\ Reader || Reader || Reader
BERT || ALBERT || DKPLM ||Other Models ‘ )
N AN L )\ )\ ) ) [Datasets] Layers [ Losses ][ Optimizers ]
Backend [ PyTorch

|




API Examples — AppZoo Mode

v'Black-box commands for model training, evaluation and prediction

easynlp \
--mode=train \ Command for text classification
--worker_gpu=1\
--tables=train.tsv,dev.tsv \
--input_schema=sent:str:1,label:str:1 \
--first_sequence=sent \
--label _name=label \
--label _enumerate values=0,1 \
--checkpoint_dir=./classification_model \
--epoch_num=1\
--sequence_length=128 \
--app_name=text_classify \
--user_defined _parameters=‘pretrain_model name_or path=bert-small-uncased’



API Examples - Python Mode

v'Python APIs for model training, evaluation and prediction

from easynlp.dataset import load_dataset, GeneralDataset

# load dataset Load dataset
dataset = load_dataset(’'clue’, 'tnews’)["train"]

# parse data into classification model input
encoded = GeneralDataset(dataset, 'chinese-bert-base’)

# load model
model = SequenceClassification('chinese-bert-base’) Load Model
trainer = Trainer(model, encoded)

# start to train _ )
trainer.train() Begin Training

Data Pre-processing



Future Roadmap

v'"Knowledge Pre-training

* Releasing more knowledge pre-trained models to improve the models’ understanding abilities of
knowledge

v'Multi-modal Pre-training

* Releasing better multi-modal pre-trained models for various tasks
v'Pre-trained Models for Closed-domains
e Supporting various NLP and multi-modal tasks for closed-domains domains (e.g., medicine, finance)

v'Better support for cloud products

* Providing better support on the cloud
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Following Our GitHub Project
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https://github.com/alibaba/EasyNLP O r-ms-um, TAmAE.
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