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Entity Ranking

* Ranking entities from texts

— Input: a text collection
— QOutput: a ranked order of named entities
 Why entity ranking?
— Entity-oriented Web search
* given a query, retrieve a list of entities from relevant documents
— Web semantification
 add semantic tags to Web documents

— Knowledge base population
 extractand rank entities and then link them to knowledge bases
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Problem Statement

e (Given a document collection D and a normalized
named entity collection E detected from D, the goal 1s
to give each entity e € E arank r(e) to denote the
relative importance such that

-0 <r(e)<s 1

— ZeEET(e) =1
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General Framework

Preprocessing [ Entity Ranking
NER NEN TTG
d1 | {m}) fe} Construction Ranking List
el r(el)
D NER NEN t—| | Prior Topic Rank | —» e2 r(e2)
d2 == {m} > {e} Estin?ation e3 r(e3)
e4 r(ed)
) e5 r(eb)
NER NEN Random Walk
dd | {m}) fe} Process
Example
& M a Entity Ranking
President Mubarack \ Mubarak Hosni Mubarak Hosni Mubarak 0.4
went back to Cario, to Cario Cario Cario 0.3
Presi | | | .
o{;en?;?asst T'SZ;%Z’;,‘,_, us United States Barack Obama 0.2
Obama Barack Obama United States 0.1
|
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Topical Tripartite Graph Modeling

* Topics in Egypt Revolution

Topic | Top normalized entities | Top common words Description

#1 Egypt, Hosni Mubarak | political, military, revolution | Start of the revolution

F#2 Mohamed Morsi, Egypt | President, constitution, vote | Presidential election

#3 Egypt, Israel, Iran government, foreign, peace Foreign countries’ reaction
#4 Egypt, Cairo economic, government, billion | Revolution’s effect on economy
#5 Egypt tourism, tourist, travel, sea Revolution’s effect on tourism

e TTG construction

Entity Aware Topic Modeling Example of TTG

Document Topic  Normalized Entity
Document
Graph '
¢ Construction | 91 Topic #1 Egypt
Topic
/ \ d2 Honsi Mubarak
Common Normalized
Word Entity d3 Topic #2 Cario
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Prior Topic Rank Estimation
Three Quality Metrics

* Probabilities derived from TTG modeling
0; ;: probability of topic t; in document d;
@, j: probability of normalized entity e; in topic ¢;

e Quality metrics

— Prior p I'Obablllll’;?l Topic Prior probabiﬁty Entity richness Topic specificity
&) = #1 0.184 0.159 0.146
pr D[ #2 0264 0.181 0.254
#3 0.110 0.116 0.074
— Entity rlchness #4 0.053 0.085 0.023
) 1 zIEI ~ #5 0.017 0.039 0.007
er\t;) = —— ®i,j
Zoy bmj=1""
— Topic specificity
0, (pr(t) <e)

tS(ti) = ZlDl HL] logz Hl] (pr(tl) > E)
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Prior Topic Rank Estimation
Ranking Function

* Linear ranking function
r(t) =W"-F(t)
- F(ty) =<pr(ty) er(t;),ts(t;) >
- niwi =1
* Parameter learning
— For two topics t; and t;, if ¢; is a more important topic than ¢;, we have
ro(t)) > 1o(¢)
— Optimization objective: [W||5 + C - ¥; ;& j
— Constraints: WT - F(¢;) —WT - F(t;) =1 - &

— Train a linear SVM classifier to learn the weights
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Meta-Path Constrained Random
Walk Algorithm

Document Topic  Normalized Entity

e Initialization
- r(t;) =ro(ty)

d1 Topic #1 Egypt

d2 Honsi Mubarak

* Probability propagation @3 Topic #2 Gario
— Following TDT (Topic-Doc-Topic) meta path (with prob. a > 0)

— Following TET (Topic-Entity-Topic) meta path (with prob. § > 0)

Dij Dk, j
Yie,cE Pik z:tmeTQDm,j

— Random jump (withprob. 1 —a — > 0)
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Proof of Convergence (1)

e Update rule of NERank
T,=a-050 -T,_ 1+ B -O:PL-T,_1+ (1 —a—p)T,

 Non-recursive form of NERank
n-—-1

TnzM"To+(1—a—ﬁ)ZMiT0
=0

— where M = a - 0k0 + B - D DF
e Matrix limitof T,
- lim T, = lim M"Ty + (1 —a — B) lim X1 M'T,

n— 00 n— 00 n—>00

- lim M"T, = 0 (because 050 and ®®% are transition matrices

n—oo

with 0 < a + [<1)
- lim Y M'Ty = (I — M) 1T,

n— oo
DS E e
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Proof of Convergence (2)

 Matrix limit of T,
IimT,=(1—-a-8)I—-MT,

* Close form of T,,
T"=1—-a—-pB){U—a-05L6+p -H,65)71T,
* Close form of E,,
EF*=1—-a-B)PLU —a-0LO+ - P PH)IT,
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Experiments (1)

e Datasets

— 50 newswire collections from TimelineData and
CrisisData, each related to an international event

— Example events: Egypt Revolution, Iraqg War, BP O1l Spill,
etc.

 Hyper-parameter settings

& Avg P@5 -8 Avg P@5 -& Avg P@5
Tharew L L hpets 2 e
0.9 — e a—" -y MAP 0.9 -y MAP 0.9 — e & o = “y- MAP
—Y—_ _ —v
v— ¥ — ¥ \ I G oo —
.\c\,/’o—o
0.8 08] o——e— T e > 08] *—e—"
0.7 0.7 0.7
5 10 15 20 25 K 0.1 0.2 0.3 0.4 0.5 0.6 alpha 0.1 0.2 0.3 0.4 05 0.6 beta
(a) Varying |T| (b) Varying o (c) Varying
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Experiments (2)

e Comparative study

— Baselines: TF-IDF, TextRank, LexRank and Kim et al.

— Varants of our approaches: NERanky,; and NERank _,

Method Average Precision@5 | Average Precision@10 | Average Precision@15 MAP
TF-IDF 0.85* 0.79* 0.73* 0.81%*
TextRank 0.87* 0.83 0.73* 0.83*
LexRank 0.85* 0.8* 0.72* 0.8*

Kim et al. 0.87* 0.81* 0.76* 0.84*
NERankg;,,; | 0.80* 0.75* 0.71%* 0.78*
NERank,—q | 0.72* 0.61* 0.51%* 0.62*
NERank 0.92 0.87 0.79 0.89
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Experiments (3)

e (Case studies

Entity | Egypt Revolution Libya War BP Oil Spill

1 Egypt Libya BP

2 Mohamed Morsi Muammar Gaddafi Gulf of Mexico
3 Hosni Mubarak Tripoli Barack Obama
4 Cario NATO Louisiana

5 Muslim Brotherhood | Benghazi Coast Guard

6 Tahrir Square Barack Obama United States
7 Israel Misrata Tony Hayward
8 Middle East United States Deepwater Horizon
9 United States National Transitional Council | Florida

10 Tunisia Syria Transocean
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Conclusion

« NERank

— Effective to rank named entities in documents with little
human intervention

 Future work

— A general framework for entity ranking from different
types of texts (i.e., documents, tweets, etc.)

— A complete benchmark for evaluating entity ranking
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Thanks!

Questions & Answers



