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Introduction (1)
üKnowledge distillation for pre-trained language models (PLMs)
• Distilling the knowledge from a large teacher model to a small student model

• Difficult to capture knowledge from other domains

üCross-domain knowledge distillation
• Teachers of other domains may pass non-transferable knowledge to the student 

model, hence harming the performance



Introduction (2)
üOur idea: Meta Knowledge Distillation 

(Meta-KD)
• Meta-teacher learning: learning a meta-teacher 

model that captures transferable knowledge 
across domains

• Meta-distillation: learning a student model over 
a domain-specific dataset with the selective 
guidance from the meta-teacher

Motivation example



Meta-teacher Learning
üLearning instance-level transferable knowledge
• Compute prototype scores to select transferable instances across domains

üLearning feature-level transferable knowledge
• Add a domain-adversarial loss to make the PLM more domain-invariant

Within-domain 
Class Centroid

Out-of-domain 
Class Centroid



Meta-distillation
üNew loss functions and factors for knowledge distillation
• Transferable knowledge distillation loss

• Domain expertise weights How well the meta-teacher can 
supervise the student on a specific input 



Experiments (1)
üDatasets and experimental settings

• Teacher model: BERT-base (L=12, H=768, A=12, 
#Para.=110M)

• Student model: BERT-small ((L=4, H=312, A=12, 
#Para.=14.5M)

üExperimental results
• Results on MNLI



Experiments (2)

üResults on Amazon (full data) üResults on Amazon (no fiction domain data when 
training the meta-teacher)



Conclusion
üWe present the Meta-KD framework for knowledge distillation across

domains.

üExperiments confirm the effectiveness of Meta-KD over various NLP tasks.

üFuture work includes:

üUsing Meta-KD in other application scenarios

üApplying other meta-learning techniques to knowledge distillation for PLMs 



THANKS
--------- Q&A Section --------


