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Introduction
üLexical Relation Classification
• Task: Classifying a word pair into a finite set of relation types (e.g., synonymy, 

antonymy)

CogALex-V 
shared task



Introduction
üExisting Approaches

• Path-based approaches: use dependency paths connecting two terms to 
infer lexical relations

• “Low coverage” problem

• Distributional approaches: consider the global contexts of terms to predict 
lexical relations using word embeddings

• “Lexical memorization” problem



KEML: Our Solution



Knowledge Encoder
üIntegrating lexical relations into BERT
• Task 1: Classifying concept pairs into multiple relation types.

• Task 2: Classifying concept pairs into RANDOM or non-RANDOM.

LKB-BERT



Auxiliary Task Generator
üGoal
• Enabling the neural network to recognize a 

specific type of lexical relation

üLearning Objective

üTask Distribution



Relation Leaner
üDesign of the Neural Network
• For each type of lexical relation, use an SRR Cell to recognize such relations



Relation Leaner
üDesign of the SRR (Single Relation Recognition) Cell

• U1, U2: Inferring the embeddings of relation objects or subjects

• U3, U4: Predicting the existence of the lexical relation



Relation Leaner
üMeta-learning Algorithm for LRC



Experiments
üLRC results over four benchmark datasets
• Pre-trained model: BERT

• Lexical KB: Subset of WordNet



Experiments
üHow Lexical KB Helps the Learning Process?
• Binary: only binary classification

• Multi: only lexical relation classification

• Full: full implementation

üHow KEML Deals with Each Type of Relations?
• CogALex-V shared task



Experiments
üHow the Meta-learning Process Helps the Learning Process?



Experiments
üError Analysis: it is still difficult to distinguish some “blurry” lexical relations.



Conclusion
üWe present the KEML framework for lexical relation classification.

üExperiments show that KEML achieves SOTA results.

üFuture work includes:
• Improving relation representation learning with deep neural language models

• Integrating richer linguistic and commonsense knowledge into KEML

• Applying KEML to downstream tasks such as taxonomy learning
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