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ABSTRACT
With the explosive growth of video and text data on the web, text-
video retrieval has become a vital task for online video platforms.
Recently, text-video retrieval methods based on pre-trained models
have attracted a lot of attention. However, existing methods cannot
effectively capture the fine-grained information in videos, and typi-
cally suffer from the hubness problem where a collection of similar
videos are retrieved by a large number of different queries. In this
paper, we propose Match4Match, a new text-video retrieval method
based on CLIP (Contrastive Language-Image Pretraining) and graph
optimization theories. To balance calculation efficiency and model
accuracy, Match4Match seamlessly supports three inference modes
for different application scenarios. In fast vector retrieval mode, we
embed texts and videos in the same space and employ a vector re-
trieval engine to obtain the top 𝐾 videos. In fine-grained alignment
mode, our method fully utilizes the pre-trained knowledge of the
CLIP model to align words with corresponding video frames, and
uses the fine-grained information to compute text-video similar-
ity more accurately. In flow-style matching mode, to alleviate the
detrimental impact of the hubness problem, we model the retrieval
problem as a combinatorial optimization problem and solve it using
maximum flow with minimum cost algorithm. To demonstrate the
effectiveness of our method, we conduct experiments on five pub-
lic text-video datasets. The overall performance of our proposed
method outperforms state-of-the-art methods. Additionally, we
evaluate the computational efficiency of Match4Match. Benefiting
from the three flexible inference modes, Match4Match can respond
to a large number of query requests with low latency or achieve
high recall with acceptable time consumption.

CCS CONCEPTS
• Information systems→ Video search.
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1 INTRODUCTION
Video is one of the most popular communication mediums that is
capable of storing rich information. With the rapid growth of online
videos and texts on the web, cross-modal learning has become a
heated topic in the field of computer vision and natural language
processing [30]. In order to help users to find relevant videos effi-
ciently, video retrieval becomes a fundamental and critical task for
online video platforms.

Traditional video retrieval methods [1, 57] mainly focus on key-
word matching. However, these methods only search videos based
on video captions and cannot utilize the rich information from
video images. To overcome this pitfall, researchers pay attention
to cross-modal learning. The large amount of text and video data
on the internet has created favorable conditions for the applica-
tion of deep learning for video retrieval. The dominant method
in recent years is to embed videos and texts into the same vector
space. For example, some studies [46, 47] use CNN as video encoder
and RNN as text encoder, and use distance metrics of vectors to
search for related videos. The retrieval performance relies on the
model architecture and training datasets. With the establishment of
large-scale datasets and the development of related research, some
pre-trained models were proposed [9, 29, 62] for image classifica-
tion tasks. Subsequently, Collaborative Experts [43] was designed
to aggregate information from different pre-trained models, which
has been demonstrated to be a strong baseline in text-video retrieval
tasks. After Transformer [58] was proposed, Transformer based
models became popular in both computer vision [18] and neural
language processing [34]. Recently proposed CLIP [51] leverages
Transformer and contrastive learning to embed sentences and im-
ages into the same space. CLIP was trained on an extremely large
text-image dataset and stored abundant knowledge for text-image
retrieval. It inspired many following studies. By fine-tuning the
CLIP model on text-video datasets, CLIP4CLIP [44] transferred the
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knowledge of CLIP to the video retrieval setting, and outperformed
the existing methods by a large margin. Several recent works focus
on modelling fine-grained information for cross-modal retrieval
by aligning the words to the corresponding frames using GCN
[12], shared centers [20] or clustering [27, 66]. Different from the
methods that directly use distance metrics, these methods typically
embed each word and frame into a joint embedding space and
then calculate the overall text-video similarities for retrieval. Such
methods are able to capture fine-grained semantic differences, thus
further improving the task performance, however, more inference
overheads are inevitably introduced.

Despite the advancement, we suggest that existing text-video
retrieval methods can still be further improved in the following
aspects. First, the knowledge stored in the pre-training models
is rich and should be fully used for fine-tuning. The majority of
CLIP-based methods add additional sub-networks with trainable
parameters to the model, which may increase the uncertainty of
training. Empirically, the study [38] proved that the fine-tuning
method could distort the pre-trained features and influence the per-
formance significantly. Second, the hubness problem is still crucial.
There will always be a small number of videos retrieved by a large
number of queries. The hubness problem has received attention
from researchers, among which QB-NORM [7] was proposed to
reduce the adverse impact, but the improvement is minimal. Third,
the computing resource requirement for training is very high. Most
retrieval methods are based on contrastive learning. In contrastive
learning, large batch size is beneficial to improving the performance
but requires too much GPU memory [23]. In this paper, we propose
a new text-video retrieval method named Match4Match, which
supports three flexible inference modes to balance efficiency and
accuracy. To reduce the uncertainty of training, we design an ar-
chitecture that uses the pre-trained CLIP itself for token-frame
alignment without any trainable parameters. In order to prevent
the hubness problem from affecting the retrieval results, we employ
maximum flow and minimum-cost flow algorithms for optimizing
retrieval results. To improve the training efficiency, we propose a
contrastive gradient accumulation algorithm, which can reduce the
computing resource requirement significantly.

We compared our approach with state-of-the-art methods on five
public text-video retrieval datasets. Experimental results demon-
strate the effectiveness of our method. Although we employ net-
work flow algorithms inMatch4Match, the efficiency analysis proves
that the time consumption is highly acceptable. In addition, the
three inference modes can satisfy different computational resource
and accuracy requirements.1

The main contributions of our paper include:

• We propose a novel text-video retrieval approach named
Match4Match, which seamlessly supports three inference
modes to satisfy different computational resource and accu-
racy requirements.

• Based on graph optimization theory, we design a parameter-
free architecture to capture fine-grained token-frame align-
ment information, and a flow-style matching algorithm to
minimize the detrimental impact of hubness problems.

1Source codes will be released in EasyNLP [59] (https://github.com/alibaba/EasyNLP).

• The experimental results demonstrate that the overall perfor-
mance of Match4Match outperforms state-of-the-art meth-
ods, and the comprehensive efficiency analysis proves that
the time consumption is highly acceptable.

2 RELATEDWORK
In this section, we briefly review the related studies of text-video
retrieval and network flow algorithms.

2.1 Text-Video Retrieval
In recent years, a large number of prior works have been proposed
for cross-modal retrieval tasks. Some existing studies focused on
embedding videos and texts into the same space and searching
videos using vector queries. In 2016, Otani et al. [46] and Pan et
al. [47] used a video encoder and a text encoder to jointly learn
the representation of videos and sentences. They demonstrated the
feasibility of joint embedding. In 2020, ViT [18] was proposed as a
visual model, and outperformed other baselines in many computer
vision tasks. Consequently, CLIP [51] employed ViT [18] to embed
images and used a Transformer Encoder [58] as a text encoder.
CLIP was pre-trained on a large-scale text-image dataset and made
great progress in cross-modal research. Following the study of CLIP,
Portillo et al. [50] tried to apply this pre-trained model to video
retrieval tasks without fine-tuning, and demonstrated the poten-
tial of the pre-trained CLIP model. Based on CLIP and contrastive
learning, an empirical study [44] proposed a strong baseline using
four different similarity definitions. To further improve the perfor-
mance of CLIP, Chen et al. [12] used GCN [60] for the alignment
of words and frames, and CLIP2Video [20] leveraged shared cen-
ters for discovering the shared information between videos and
texts. CAMoE [14] utilized three expert models for extracting more
information from texts and videos. QB-NORM [7] could reduce
the influence of hubness problems by normalizing the similarities
using a querybank. MDMMT-2 [39] was pre-trained on multiple
datasets simultaneously and worked well on downstream tasks that
lack large amounts of training data. Inspired by these methods, we
propose a novel approach that supports both coarse-grained fast
retrieval and fine-grained reranking.

2.2 Network Flow
The maximum flow and minimum-cost flow problems are classic
combinatorial graph optimization problems. Over the last several
decades, extensive research has been conducted both in theory and
application [55]. In the maximum flow and minimum-cost flow
problem, given a directed graph where each edge is assigned ca-
pacity and cost, we are supposed to find a maximum flow with
minimum cost from the source node to the sink node satisfying the
capacity limit. In 1951, the first algorithm with pseudo-polynomial
time complexity was proposed by Dantzig [16]. After this, Ford-
Fulkerson [21], Dinic [17] and Edmonds-Karp [19] algorithms were
proposed as faster algorithms. Nowadays the most popular algo-
rithm in practice is Goldberg-Tarjan minimum-cost flow algorithm
[26], a cost-scaling push-relabel algorithm. In application, network
flow algorithms are widely applied in airline schedule planning [5]
and traffic flow management [6]. However, the main drawback of
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network flow algorithms is the high time complexity. Several stud-
ies focused on improving the efficiency by parallel computation [31]
and approximate algorithms [15]. Recently, Chen et al. [11] claimed
that they proposed an algorithm in almost linear time. In practice,
Google developed a high-efficiency graph optimization framework
[49]. These existing studies make it possible to apply network flow
algorithms to large-scale text-video retrieval problems.

3 METHODOLOGY
3.1 Overview
In text-video retrieval problems, given 𝑁𝑡 sentences {𝑡1, 𝑡2, . . . , 𝑡𝑁𝑡

}
and 𝑁𝑣 videos {𝑣1, 𝑣2, . . . , 𝑣𝑁𝑣

}, we are supposed to find the cor-
responding video of each sentence. A video 𝑣𝑖 is represented by
a sequence of frames {𝑣𝑖,1, 𝑣𝑖,2, . . . , 𝑣𝑖,𝑛𝑣 }, and a sentence 𝑡 𝑗 is rep-
resented by a sequence of tokens {𝑡 𝑗,1, 𝑡 𝑗,2, . . . , 𝑡 𝑗,𝑛𝑡 }. Usually, the
frames are sampled in the video uniformly, and we follow the same
settings as some existing studies [44]. The overview ofMatch4Match
is presented in Figure 2. Match4Match supports three inference
modes: fast vector retrieval mode, fine-grained alignment mode
and flow-style matching mode. The former is more computation-
ally efficient and the latter can achieve a higher recall. 1) In fast
vector retrieval mode, we train a coarse-grained model similar to
CLIP4CLIP [44]. We embed texts and videos to the same space, and
use a vector retrieval engine to obtain top 𝐾 relevant videos. 2) In
fine-grained alignment mode, we train a fine-grained model to
calculate more accurate token-frame similarities for alignment. The
similarities are used to rerank the top 𝐾 videos. 3) In flow-style
matching mode, we model the retrieval problem as a combinato-
rial optimization problem and leverage network flow algorithms
to solve it. The flow-style matching can significantly reduce the
detrimental influence of the hubness problem.

3.2 Fast Vector Retrieval Mode
Using text-video datasets collected from the Internet, a naive ap-
proach is to train a text encoder and a video encoder, and then
calculate the similarity between texts and videos. However, a well-
trained retrieval model requires too many computing resources,
motivating us to develop a retrieval algorithm based on pre-trained
models. In this paper, we utilize CLIP [51], an image-language pre-
training model. In CLIP, there is a text encoder 𝑒𝑡 and a visual
encoder 𝑒𝑣 trained to convert tokens and frames to embedding vec-
tors in R𝑑 . We use the mean-pooling embedding vector of frames to
represent a video, and use the embedding vector of “[EndOfText]”
to represent a text, which is a special token at the last of the token
sequence, i.e.,

𝑒𝑣 (𝑣 𝑗 ) =
1
𝑛𝑣

𝑛𝑣∑︁
𝑙=1

𝑒𝑣 (𝑣 𝑗,𝑙 ), (1)

𝑒𝑡 (𝑡𝑖 ) = 𝑒𝑡 (𝑡𝑖,𝑛𝑡 ). (2)

The similarity in CLIP is defined as the cosine similarity. We de-
fine the coarse-grained text-video similarity 𝑆 (𝑡𝑖 , 𝑣 𝑗 ) as the cosine
similarity between 𝑒𝑡 (𝑡𝑖 ) and 𝑒𝑣 (𝑣 𝑗 ):

𝑆 (𝑡𝑖 , 𝑣 𝑗 ) =
𝑒𝑡 (𝑡𝑖 ) · 𝑒𝑣 (𝑣 𝑗 )
|𝑒𝑡 (𝑡𝑖 ) | |𝑒𝑣 (𝑣 𝑗 ) |

. (3)

[StartOfText] a sponge and a starfish walk outside  [EndOfText]

0.2027 0.2240
0.1941 0.2089

0.2605
0.3126

0.2805

Figure 1: An example of token-frame alignment using pre-
trained CLIP. The similarity between a token and its corre-
sponding frame is higher than others.

In order to further transfer the knowledge from text-image tasks to
text-video retrieval tasks, we fine-tune the model on downstream
text-video datasets. After fine-tuning, we normalize all video em-
beddings and store them in a database for retrieval. Given a sentence
𝑡𝑖 , as shown in Figure 2 (a), we first convert it to a text embedding
vector 𝑒𝑡 (𝑡𝑖 ), then find the vectors with high cosine similarity in the
database, and finally obtain the corresponding videos 𝑉 (𝑡𝑖 ). Some
vector retrieval algorithms [32, 56] are utilized for maximum inner
product search. These algorithms can search for vectors quickly
without scanning all videos.

3.3 Fine-Grained Alignment Mode
The fast vector retrieval mode runs very quickly but is hard to
guarantee high accuracy. In fine-grained alignment mode, we first
obtain the top 𝐾 relevant videos𝑉 (𝑡𝑖 ) in fast vector retrieval mode,
then calculate the fine-grained similarities {𝑆 (𝑡𝑖 , 𝑣 𝑗 ) |𝑣 𝑗 ∈ 𝑉 (𝑡𝑖 )}
using the fine-grained model to rerank the 𝐾 videos.

Considering the fact that CLIP is a model pre-trained on a large-
scale text-image dataset, we can easily obtain reliable similarities
between tokens and frames. In Figure 1, we present an example
that shows the similarity between a sentence and its corresponding
video. We find that the similarity between a token (“sponge” and
“starfish”) and the frame in which the corresponding cartoon charac-
ter occurs is higher than others, even if the model is not fine-tuned
on any text-video datasets. The special token “[EndOfText]” rep-
resents the whole sentence, thus we can find the key frame where
the two characters both occur. According to the similarities, we can
align frames to their corresponding tokens and vice versa.

To compute fine-grained text-video similarities, we focus on
some representative token-frame alignments. We define the simi-
larity between text 𝑡𝑖 and video 𝑣 𝑗 as:

𝑆 (𝑡𝑖 , 𝑣 𝑗 ) =
∑

(𝑘,𝑙 ) 𝑓 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 )𝑠 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 )∑
(𝑘,𝑙 ) 𝑓 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 )

, (4)

where 𝑓 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 ) ∈ {0, 1} represents whether the token-frame
pair (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 ) is selected, and 𝑠 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 ) is the token-frame cosine
similarity between 𝑒𝑡 (𝑡𝑖,𝑘 ) and 𝑒𝑣 (𝑣 𝑗,𝑙 ).

As we described above, we can extract the alignment information
by selecting the token-frame pairs with high similarity. However,
directly using a greedy strategy usually leads to an imbalance of
choice. Some tokens (frames) may never be selected, thus their
embedding will not be updated. This condition will result in sub-
optimal training performance. To overcome this pitfall, we restrict
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(c) Token-frame alignment graph (d) Token-frame alignment graph (simplified)

𝑡! !$%
)!

𝑣' '$%
)"

Text
Encoder

Video
Encoder

Texts

Videos

Reranking

Source Node Sink Node
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(a) Video Embedding Space
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Fine-Grained 
Alignment Mode

Fast Vector 
Retrieval Mode

Flow-Style 
Matching Mode

Higher RecallHigher Efficiency

Figure 2: The overview of Match4Match. Match4Match supports three inference modes: fast vector retrieval mode, fine-grained
alignment mode and flow-style matching mode. The three inference modes are designed for different computational resources
and accuracy requirements, where the former is more efficient and the latter can achieve higher recall.

the number of times that each token (frame) is selected. We model
this selection problem as a combinatorial optimization problem:

max
𝑓

∑︁
(𝑘,𝑙 )

𝑠 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 ) 𝑓 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 ), (5)

s.t.


𝑓 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 ) ∈ {0, 1}; 𝑘 = 1, 2, . . . , 𝑛𝑡 ; 𝑙 = 1, 2, . . . , 𝑛𝑣 ;∑
𝑘 𝑓 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 ) ≤ 𝑐𝑣 ; 𝑙 = 1, 2, . . . , 𝑛𝑣 ;∑
𝑙 𝑓 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 ) ≤ 𝑐𝑡 ; 𝑘 = 1, 2, . . . , 𝑛𝑡 .

(6)

To calculate the optimal solution, we leverage network flow
optimization theories. As shown in Figure 2 (c), a directed graph
is constructed to represent this optimization problem. There are
𝑛𝑡 + 𝑛𝑣 + 2 nodes, where token node 𝑢 (𝑡𝑖,𝑘 ) represents the token
𝑡𝑖,𝑘 , frame node 𝑢 (𝑣 𝑗,𝑙 ) represents the frame 𝑣 𝑗,𝑙 , and the other two
extra nodes represent the source node and sink node. We assign
capacity and cost to each directed edge (arc). The capacity of an
edge is 𝑐𝑡 if it starts from the source node, and is 𝑐𝑣 if it ends with
the sink node. With these settings, we can make sure each token
is selected at most 𝑐𝑡 times, and each frame is selected at most 𝑐𝑣
times. If an edge starts from a token node 𝑢 (𝑡𝑖,𝑘 ) and ends with a
frame node 𝑢 (𝑣 𝑗,𝑙 ), its capacity is 1 and its cost is −𝑠 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 ). The
cost of other edges is 0. Therefore, we can find the optimal solution
of this optimization problem by finding a maximum flow 𝑓 with
minimum cost on the graph.

During the training procedure, the token-frame similarities are
updated by gradient-based optimization algorithms, thus the graph
is also updated dynamically. We need to recalculate the flow fre-
quently, which makes the training procedure slow. In order to
improve efficiency, we simplify the optimization problem to find

a sub-optimal solution that can be solved quickly. As shown in
Figure 2 (d), we split the graph structure into two dual parts. In
the first part, the capacities of edges that end with the sink node
are unlimited. In the second part, the capacities of edges that start
with the source node are unlimited. In other words, we align each
token to its corresponding frames in the first part, and align each
frame to its corresponding tokens in the second part. Using 𝑓𝐴 and
𝑓𝐵 to denote the minimum-cost flow of the two parts, we obtain
two text-video similarities:

𝑆𝐴 (𝑡𝑖 , 𝑣 𝑗 ) =
∑

(𝑘,𝑙 ) 𝑓𝐴 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 )𝑠 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 )∑
(𝑘,𝑙 ) 𝑓𝐴 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 )

, (7)

𝑆𝐵 (𝑡𝑖 , 𝑣 𝑗 ) =
∑

(𝑘,𝑙 ) 𝑓𝐵 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 )𝑠 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 )∑
(𝑘,𝑙 ) 𝑓𝐵 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 )

. (8)

Neither 𝑠𝐴 (𝑡𝑖 , 𝑣 𝑗 ) nor 𝑠𝐵 (𝑡𝑖 , 𝑣 𝑗 ) satisfies reflexivity, but we can inte-
grate the two similarities together:

𝑆 (𝑡𝑖 , 𝑣 𝑗 ) =
𝑆𝐴 (𝑡𝑖 , 𝑣 𝑗 ) + 𝑆𝐵 (𝑡𝑖 , 𝑣 𝑗 )

2
. (9)

Now 𝑆 (𝑡𝑖 , 𝑣 𝑗 ) = 𝑆 (𝑣 𝑗 , 𝑡𝑖 ). Obviously, if we set 𝑐𝑡 = 𝑐𝑣 = 1, the
text-video similarity will be computed easily:

𝑆 (𝑡𝑖 , 𝑣 𝑗 ) =
1
2

(
1
𝑛𝑡

∑︁
𝑘

max
𝑙
𝑠 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 ) +

1
𝑛𝑣

∑︁
𝑙

max
𝑘
𝑠 (𝑡𝑖,𝑘 , 𝑣 𝑗,𝑙 )

)
.

(10)
This simplified similarity aligns the frame with the highest similar-
ity to the token and vice versa.
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3.4 Flow-Style Matching Mode
In flow-style matching mode, we further improve the retrieval
performance. In the above two inference modes and most existing
CLIP-based text-video retrieval methods, the most relevant video
𝑣 (𝑡𝑖 ) is selected by an argmax function:

𝑣 (𝑡𝑖 ) = argmax
𝑣𝑗

𝑆 (𝑡𝑖 , 𝑣 𝑗 ) . (11)

This retrieval strategy is simple and easy to be implemented, but it
suffers significantly from the longstanding hubness problem [52].
Similar to token-frame alignment, we model the text-to-video re-
trieval problem as another combinatorial optimization problem,
formulated as:

max
𝑓

∑︁
(𝑖, 𝑗 )

𝑆 (𝑡𝑖 , 𝑣 𝑗 ) 𝑓 (𝑡𝑖 , 𝑣 𝑗 ), (12)

s.t.


𝑓 (𝑡𝑖 , 𝑣 𝑗 ) ∈ {0, 1}; 𝑖 = 1, 2, . . . , 𝑁𝑡 ; 𝑗 = 1, 2, . . . , 𝑁𝑣 ;∑
𝑗 𝑓 (𝑡𝑖 , 𝑣 𝑗 ) ≤ 1; 𝑖 = 1, 2, . . . , 𝑁𝑡 ;∑
𝑖 𝑓 (𝑡𝑖 , 𝑣 𝑗 ) ≤ ⌈𝑁𝑡

𝑁𝑣
⌉; 𝑗 = 1, 2, . . . , 𝑁𝑣 .

(13)

In this optimization problem, we limit the number of times that
each video is matched to ⌈𝑁𝑡

𝑁𝑣
⌉. This limitation can directly reduce

the adverse effect caused by the hubness problem. If 𝑁𝑡 ≤ 𝑁𝑣 ,
this optimization problem will be a maximum weight matching
problem on the bipartite graph, and we can utilize maximumweight
matching algorithms (e.g., Kuhn-Munkres Algorithm [37]) to obtain
the optimal solution. If 𝑁𝑡 > 𝑁𝑣 , a video will match more than
one text. Employing graph optimization theory again, we construct
a new graph. In Figure 2 (b), the new graph is similar to that in
Figure 2 (c). There are 𝑁𝑡 text nodes 𝑢 (𝑡1), 𝑢 (𝑡2), . . . , 𝑢 (𝑡𝑁𝑡

), 𝑁𝑣
video nodes 𝑢 (𝑣1), 𝑢 (𝑣2), . . . , 𝑢 (𝑣𝑁𝑣

), a source node 𝑢source and a
sink node 𝑢sink in the graph. This graph is sparse and only contains
𝑁𝑡 + 𝑁𝑡𝐾 + 𝑁𝑣 edges. The capacity of an edge is 1 if it starts from
the source node, and is ⌈𝑁𝑡

𝑁𝑣
⌉ if it ends with the sink node. If an edge

starts from a token node 𝑢 (𝑡𝑖 ) and ends with a frame node 𝑢 (𝑣 𝑗 ),
its capacity is 1 and its cost is −𝑆 (𝑡𝑖 , 𝑣 𝑗 ). Obviously, the maximum
flow is at most 𝑁𝑡 because of the capacity limitation that starts
from the source node, thus the algorithm aligns at most one video
to every text. The minimum cost corresponds to the maximum sum
of similarities. The matched video of each text 𝑡𝑖 is the video 𝑣 𝑗 that
satisfies 𝑓 (𝑡𝑖 , 𝑣 𝑗 ) = 1.

Another important aspect to examine is the efficiency of infer-
ence. For Goldberg-Tarjan minimum-cost flow algorithm [26], in
the worst cases, the time complexity is up to 𝑂 (𝑁 2𝑀 log(𝑁𝐶)),
where 𝑁 is the number of nodes,𝑀 is the number of edges and𝐶 is
the maximum absolute value of edge costs. Although the time com-
plexity seems high, in this problem, the graph architecture is very
sparse and randomized, therefore the minimum-cost flow algorithm
runs fast. Benefiting from the studies of efficient implementation
[8, 25], the algorithm can run in almost linear time.

To combine the flow-style matching results with other existing
methods, we first replace the similarity with the weighted sum of
fine-grained similarity and the optimal flow:

𝑆𝑓 (𝑡𝑖 , 𝑣 𝑗 ) = 𝑆 (𝑡𝑖 , 𝑣 𝑗 ) + 𝛽 𝑓 (𝑡𝑖 , 𝑣 𝑗 ), (14)

where the hyperparameter 𝛽 controls the weight of flow-style
matching results. Next, apply Dual Softmax function [14] to the
similarities. Note that Dual Softmax function requires all 𝑁𝑡 × 𝑁𝑣
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Figure 3: The schematic diagram of contrastive gradient ac-
cumulation algorithm.

similarity values, which is very time-consuming. To improve the
efficiency, we only apply it to the top 𝐾 relevant videos, i.e., recal-
culating the 𝑁𝑡 × 𝐾 similarity values:

𝑆v2tF (𝑡𝑖 , 𝑣 𝑗 ) =
exp(𝛼𝑆𝑓 (𝑡𝑖 , 𝑣 𝑗 ))∑𝑁𝑡

𝑘=1 𝐼 (𝑣 𝑗 ∈ 𝑉 (𝑡𝑘 )) exp(𝛼𝑆𝑓 (𝑡𝑘 , 𝑣 𝑗 ))
, (15)

𝑆 t2vF (𝑡𝑖 , 𝑣 𝑗 ) =
exp(𝛼𝑆𝑓 (𝑡𝑖 , 𝑣 𝑗 ))∑𝑁𝑣

𝑘=1 𝐼 (𝑣𝑘 ∈ 𝑉 (𝑡𝑖 )) exp(𝛼𝑆𝑓 (𝑡𝑖 , 𝑣𝑘 ))
, (16)

𝑆F (𝑡𝑖 , 𝑣 𝑗 ) = 𝑆v2tF (𝑡𝑖 , 𝑣 𝑗 ) · 𝑆 t2vF (𝑡𝑖 , 𝑣 𝑗 ), 𝑣 𝑗 ∈ 𝑉 (𝑡𝑖 ), (17)
where 𝐼 is an identity function. 𝐼 (𝑥) = 1 if 𝑥 is true and 𝐼 (𝑥) = 0
otherwise. Finally, we rerank the videos according to 𝑆F (𝑡𝑖 , 𝑣 𝑗 ).

3.5 Training Algorithm
To train the model, we employ symmetric cross entropy loss, which
is based on InfoNCE loss [45] and widely used in other retrieval
models [4, 27, 44]. This loss function is calculated over a batch of
text-video pairs {(𝑡1, 𝑣1), (𝑡2, 𝑣2), . . . , (𝑡𝐵, 𝑣𝐵)}:

Lt2v = − 1
𝐵

𝐵∑︁
𝑖=1

log
exp(𝜏𝑆 (𝑡𝑖 , 𝑣𝑖 ))∑
𝑗≠𝑖 exp(𝜏𝑆 (𝑡𝑖 , 𝑣 𝑗 ))

, (18)

Lv2t = − 1
𝐵

𝐵∑︁
𝑖=1

log
exp(𝜏𝑆 (𝑡𝑖 , 𝑣𝑖 ))∑
𝑗≠𝑖 exp(𝜏𝑆 (𝑡 𝑗 , 𝑣𝑖 ))

, (19)

L = Lt2v + Lv2t . (20)
This loss function is compatible with both coarse-grained and

fine-grained models, differing only in the definition of similarity.
Each text 𝑡𝑖 is compared to all the 𝐵 videos in the batch. Conse-
quently, the batch size should be large enough [13] to improve
performance. We need more GPU memory to increase the batch
size. Besides using more resources for parallel computing, we are
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interested in designing an algorithm with low GPU memory re-
quirements. Wu et al. [61] proposed memory bank, He et al. [28]
proposed a momentum updating method, and Liu et al. [42] in-
troduced them into text-video retrieval problems. These methods
extend the negative sample set by storing the embedding vectors
during the training procedure, but essentially the stored informa-
tion is not from the updated model. This inconsistency may lead to
sub-optimal performance. Inspired by gradient accumulation, we
design a contrastive gradient accumulation algorithm.

The contrastive gradient accumulation algorithm is shown in
Figure 3. The original gradient accumulation method cannot be
utilized directly because the loss of each sample is not calculated
individually. We devise a four-step gradient calculation method.
Before calculation, divide the entire batch into 𝐵/𝐵′ small batches
uniformly. Ensure that the GPU device has enough memory to pro-
cess 𝐵′ samples. First, calculate the token embeddings and frame
embeddings for every small batch. Second, calculate text-video
similarities and the loss function to obtain 𝜕L

𝜕𝑒𝑡 (𝑡𝑖,𝑘 ) and 𝜕L
𝜕𝑒𝑣 (𝑣𝑗,𝑙 )

for every token and frame. Third, for every small batch, recalcu-
late the embeddings to acquire the intermediate variables required
in backpropagation, and then backpropagate the gradient to all
parameters. Finally, update the parameters using gradient-based
optimization algorithms (e.g., SGD [53] and Adam [35]). Theoreti-
cally, the gradient obtained by this algorithm is exactly the same as
that without this algorithm. Even though this algorithm increases
the time consumption somewhat, it decreases the GPU memory
requirement significantly.

4 EXPERIMENTS
To demonstrate the effectiveness of our proposed model, we com-
pare it with state-of-the-art methods on five text-video datasets
and analyze its efficiency.

4.1 Datasets and Evaluation Metrics
The experiments are conducted on five datasets: 1) MSR-VTT [63]
contains 10,000 videos, each with 20 video descriptions. The videos
are annotated by Amazon Mechanical Turk. We follow the standard
split of MSR-VTT-1kA [22]. 2)MSVD [10] consists of 1,970 video
snippets with captions. This dataset was collected by Microsoft in
2010. We evaluate our model on the standard split. 3) LSMDC [54]
is a large scale movie description dataset. This dataset contains
118,081 short video clips extracted from 202 movies. Each video
clip has a caption. The standard split is adopted in our experiments.
4) ActivityNet [36] is a dataset for human activity understanding.
It consists of 20,000 videos. We use the version released in 2016
and follow the settings of [22]. 5) DiDeMo [3] is a diverse dataset
that contains 10,000 videos collected from Flickr. Each video has a
descriptive paragraph. We follow the split from [43].

Following existing studies [4, 44], we use the following five
metrics to evaluate the performance of our method both on text-to-
video and video-to-text retrieval tasks: 1) R@K is the recall at rank
𝐾 , which is equal to the percentage of queries that contain at least
one ground-truth video (text) in the predicted top 𝐾 results. We set
𝐾 to 1, 5 and 10. 2) MdR is the median rank of the ground-truth
results. If there is more than one ground-truth video (text), we use

the video (text) with the highest similarity. 3) MnR is the mean
rank of the ground-truth results.

4.2 Implementation Details
The backbone of our model architecture is CLIP (ViT-L/16). The
text encoder is Transformer Encoder [58], and the video encoder
is ViT [18]. We initialize the model with the pre-trained weight
of CLIP. For more details about the model architecture and the
pre-training, please refer to the original paper [51]. To reduce the
uncertainty during training, no trainable parameters are added to
the model. Each sentence is converted to a token sequence of length
77, which is the default text length of CLIP. For MSR-VTT, MSVD
and LSMDC, we uniformly sample 12 frames in each video. For
ActivityNet and DiDeMo, the videos are longer than in the above
three datasets, so we consider them as paragraph-video retrieval
tasks and uniformly sample 64 frames per video. To train the models
efficiently, we use Adam as the optimization algorithm. The learning
rate is set to 1 × 10−5 and 𝜖 is set to 1 × 10−3. The batch size is
64. The contrastive gradient accumulation algorithm mentioned
in Section 3.5 is applied to ActivityNet and DiDeMo, where the
parameter 𝐵′ is set to 8. The parameter 𝜏 in the loss function is
1 × 102. Considering the consistency during training and inference,
we set 𝛼 = 𝜏 and 𝛽 = 1 in the Dual Softmax function. For every
downstream dataset, we fine-tune the coarse-grained model and
the fine-grained model respectively using only one NVIDIA A100
GPU. The model is trained at most 5 epochs. To achieve the best
performance, we use the flow-style matching mode and set 𝐾 to
𝑁𝑣 . We use PyTorch [48] to implement the training algorithm, use
OR-Tools [49] to construct the network flow algorithm, and use
Faiss [33] as the vector retrieval engine.

4.3 Performance Comparison
The experimental results of Match4Match and other state-of-the-art
methods are presented in Table 1, where the results of baselinemeth-
ods are collected from the articles. The overall performance of CLIP-
based approaches (CLIP-Straight, CLIP4CLIP, CLIP2Video, Center-
CLIP, CAMoE, MDMMT-2 and CLIP2TV) is better than others. Our
method outperforms the existing methods on four datasets. On
MSR-VTT and LSMDC, we observed thatMatch4Match achieves the
performance of state-of-the-art approaches. For MSVD, MDMMT-2
is the only one that outperforms our method on this dataset. MSVD
only contains 1,970 video snippets, so our model cannot learn too
much knowledge by fine-tuning on MSVD. Since MDMMT-2 is
pre-trained on additional datasets, it has learned more information
than our model before fine-tuning on MSVD. In the absence of
additional training datasets, our model can still outperform others.
On ActivityNet and DiDeMo, the performance of Match4Match
at R@1 is 61.7 and 55.4, exceeding state-of-the-art methods by
10.7 and 11.6, respectively. In our opinion, the main improvement
comes from the fine-grained information extracted from tokens and
frames. These significant improvements demonstrate the effective-
ness of our approach on long videos. We also calculate the t-test on
R@1 of Match4Match and the best existing method. The p-value
is 0.10, indicating that the t-test rejects the null hypothesis at the
significance level of 10%, in favor of the alternative hypothesis that
Match4Match reaches higher R@1 than others.
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Table 1: The performance of Match4Match and other competing methods on five datasets. The best results are bolded, and the
second best are underscored.

Dataset Method Text-to-video Video-to-text
R@1 ↑ R@5 ↑ R@10 ↑ MdR ↓ MnR ↓ R@1 ↑ R@5 ↑ R@10 ↑ MdR ↓ MnR ↓

MSR-VTT

JSFusion [65] 10.2 31.2 43.2 13 - - - - - -
Collaborative Experts [43] 20.9 48.8 62.4 6 28.2 20.6 50.3 64.0 5.3 25.1
TACo [64] 28.4 57.8 71.2 4 - - - - - -
ALPRO [41] 33.9 60.7 73.2 3 - - - - - -
CLIPBERT [40] 22.0 46.8 59.9 6 - - - - - -
FCA-Net [27] 23.2 55.6 70.3 3 - - - - - -
MMT [22] 26.6 57.1 69.6 4 24.0 27.0 57.5 69.7 3.7 21.3
CLIP-Straight [50] 31.2 53.7 64.2 4 - 27.2 51.7 62.6 5 -
Frozen [4] 31.0 59.5 70.5 3 - - - - - -
CLIP4CLIP [44] 44.5 71.4 81.6 2 15.3 42.7 70.9 80.6 2 11.6
CLIP2Video (+QB-NORM) [7] 47.2 73.0 83.0 2 - - - - - -
CAMoE [14] 47.3 74.2 84.5 2 11.9 49.1 74.3 84.3 2 9.9
MDMMT-2 [39] 48.5 75.4 83.9 2 13.8 - - - - -
CLIP2TV [24] 52.9 78.5 86.5 1 12.8 54.1 77.4 85.7 1 9.0
Match4Match (Ours) 55.5 77.8 86.6 1 9.8 55.7 76.5 84.7 1 8.4

MSVD

Collaborative Experts [43] 19.8 49.0 63.8 6 23.1 - - - - -
SSML [2] 20.3 49.0 63.3 6 - - - - - -
CLIP-Straight [50] 37.0 64.1 73.8 3 - 59.9 85.2 90.7 1 -
Frozen [4] 33.7 64.7 76.3 3 - - - - - -
CLIP4CLIP [44] 46.2 76.1 84.6 2 10.0 62.0 87.3 92.6 1 4.3
CLIP2Video (+QB-NORM) [7] 48.0 77.9 86.2 2 - - - - - -
CenterCLIP [66] 50.6 80.3 88.4 1 8.4 68.4 90.1 95.0 1 3.0
CAMoE [14] 49.8 79.2 87.0 - 9.4 - - - - -
MDMMT-2 [39] 56.8 83.1 89.2 1 8.8 - - - - -
Match4Match (Ours) 53.2 81.2 88.6 1 8.7 70.4 91.3 95.4 1 3.8

LSMDC

JSFusion [65] 9.1 21.2 34.1 36 - - - - - -
Collaborative Experts [43] 11.2 26.9 34.8 25.3 - - - - - -
MMT [22] 12.9 29.9 40.1 19.3 75.0 12.3 28.6 38.9 20 76.0
CLIP-Straight [50] 11.3 22.7 29.2 56.5 - 6.8 16.4 22.1 73 -
Frozen [4] 15.0 30.8 39.8 20 - - - - - -
CLIP4CLIP [44] 21.6 41.8 49.8 11 58.0 20.9 40.7 49.1 11 53.9
CLIP4CLIP (+QB-NORM) [7] 22.4 40.1 49.5 11 - - - - - -
CenterCLIP [66] 24.2 46.2 55.9 8 47.3 24.5 46.4 55.8 7 41.3
CAMoE [14] 25.9 46.1 53.7 - 54.4 - - - - -
MDMMT-2 [39] 26.9 46.7 55.9 6.7 48.0 - - - - -
Match4Match (Ours) 27.9 47.0 56.6 7 47.9 29.0 47.6 56.7 7 40.0

ActivityNet

Collaborative Experts [43] 18.2 47.7 - 6 23.1 17.7 46.6 - 6 24.4
TACo [64] 30.4 61.2 - 3 - - - - - -
CLIPBERT [40] 21.3 49.0 63.5 6 - - - - - -
MMT [22] 28.7 61.4 - 3.3 16.0 28.9 61.1 - 4 17.1
CLIP4CLIP [44] 40.5 72.4 - 2 7.4 42.5 74.1 85.8 2 6.6
CenterCLIP [66] 46.2 77.0 87.6 2 5.7 46.7 77.1 88.0 2 5.5
CAMoE [14] 51.0 77.7 - - - 49.9 77.4 - - -
Match4Match (Ours) 61.7 82.9 90.7 1 4.6 61.7 82.9 90.3 1 4.4

DiDeMo

Collaborative Experts [43] 16.1 41.1 - 8.3 43.7 15.6 40.9 - 8.2 42.4
ALPRO [41] 35.9 67.5 78.8 3 - - - - - -
CLIPBERT [40] 20.4 48.0 60.8 6 - - - - - -
Frozen [4] 34.6 65.0 74.7 3 - - - - - -
CLIP4CLIP [44] 43.4 70.2 80.6 2 17.5 42.5 70.6 80.2 2 11.6
CLIP4CLIP (+QB-NORM) [7] 43.5 71.4 80.9 2 - - - - - -
CAMoE [14] 43.8 71.4 - - - 45.5 71.2 - - -
Match4Match (Ours) 55.4 79.1 85.5 1 10.8 55.4 78.8 86.0 1 6.6
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Table 2: The time consumption of Match4Match on MSR-VTT and LSMDC∗, where M1 denotes fast vector retrieval mode, M2
denotes fine-grained alignment mode, and M3 denotes flow-style matching mode.

Dataset Inference
mode

Time consumption
(millisecond)

Percentage of time consumption in each part
Coarse-grained Fine-grained Vector retrieval engine Others
Video

encoding
Text

encoding
Video

encoding
Text

encoding
Similarity
calculation Training Inference Flow-style

matching
Sparse Dual
Softmax Reranking

MSR-VTT

Offline 25014 53.44% - 46.50% - - 0.06% - - - -
M1 233 - 84.98% - - - - 15.02% - - -
M2 487 - 40.66% - 42.09% 8.62% - 7.19% - - 1.44%
M3 575 - 34.43% - 35.65% 7.30% - 6.09% 13.74% 1.57% 1.22%

LSMDC*

Offline 2783165 52.20% - 44.49% - - 3.31% - - - -
M1 25132 - 79.89% - - - - 20.11% - - -
M2 52530 - 38.22% - 42.53% 9.58% - 9.62% - - 0.04%
M3 53296 - 37.67% - 41.92% 9.45% - 9.48% 1.01% 0.43% 0.04%

Table 3: The performance of Match4Match on MSR-VTT for
text-to-video retrieval

𝐾 Mode R@1 R@5 R@10 MdR MnR

30
Fast vector retrieval 45.1 69.1 81.5 2 [6.7, 90.0]
Fine-grained alignment 50.0 73.4 83.3 2 [6.0, 89.3]
Flow-style matching 53.6 74.4 83.4 1 [5.9, 89.2]

4.4 Inference Efficiency Analysis
To evaluate the inference efficiency and explore the contribution of
each component, we conduct experiments on two datasets. Table
2 presents the inference time with respect to different modes and
components. Meanwhile, Table 3 shows the performance of each
mode, evaluated on a test set of 1,000 text-video pairs for MSR-VTT
with the setting 𝐾 = 30. Considering the error of the running time,
we run it three times and report the average value. Note that we
cannot obtain an accurate MnR because the model only outputs
the top 𝐾 relevant videos instead of ranking all videos. We report
the possible range of MnR in Table 3. To simulate real application
scenarios with a large number of videos, we construct a new dataset
LSMDC∗, which consists of 100,000 text-video pairs sampled from
the training set of LSMDC, and evaluate the inference time on this
dataset.

In Table 2, we observe that the most time-consuming part is the
two video encoding processes. For a text-to-video retrieval system,
these processes can be done offline. In fast vector retrieval mode,
we only need to perform coarse-grained text encoding and vector
retrieval engine inference online, where the former requires more
time than the latter. For a single query, we need approximately 0.23
milliseconds to return the top 30 relevant videos in MSR-VTT, and
0.25 milliseconds in LSMDC∗. In fine-grained alignment mode, in
addition to the computation in fast vector retrieval mode, we need
to calculate the fine-grained similarities and rerank the videos. The
time consumption in fine-grained alignment mode is about twice
that in fast vector retrieval mode. In flow-style matching mode,
we need more time to compute the minimum-cost flow and apply
Dual Softmax function to the similarities. Benefiting from the high-
efficiency implementation of Goldberg-Tarjan minimum-cost flow
algorithm provided by OR-Tools [49], this component is capable
of processing 100,000 videos quickly. In Table 3, we can see that

the performance in flow-style matching mode is still high enough
when 𝐾 = 30. The performance of fast vector retrieval mode is
lower than the other two modes, but it is the fastest mode. The
three inference modes are designed for different computational
resources and accuracy requirements.

4.5 Training Efficiency Analysis
Wealso evaluate the effects of the contrastive gradient accumulation
algorithm. Considering the resource requirement of one epoch
when the batch size 𝐵 = 64, for MSR-VTT, we need 74GB GPU
memory and 1.5 hours of computation time without it. While using
this algorithm, we need 12GB GPU memory and 2.2 hours. For
ActivityNet, following the same settings, the training program
without it needs nearly 370GB GPU memory due to the longer
video length, thus more GPU devices are required. But we only
need 50GB while using it. This algorithm dramatically decreases
the GPU memory requirements with an acceptable time penalty.

5 CONCLUSION AND FUTUREWORK
In this paper, we investigate the text-video retrieval approaches.
Specifically, we propose a novel method (Match4Match) that sup-
ports three inference modes. The three inference modes are de-
signed for different computational resources and accuracy require-
ments. In fast vector retrieval mode, we can obtain the top 𝐾 rele-
vant videos quickly using a vector retrieval engine. In fine-grained
alignment mode, Match4Match can fully leverage the pre-trained
knowledge to capture fine-grained information. In flow-style match-
ing mode, our approach can further improve performance by uti-
lizing network flow algorithms. The overall performance of our
method exceeds existing methods. We also design a contrastive
gradient accumulation algorithm, making it possible to train the
model with large batch size and low GPU memory requirements.
In future work, to further enhance the model performance, we will
focus on training models more effectively on large-scale datasets.
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A CASE STUDY
We present an example in MSR-VTT. Given a text query “a soccer
team walking outside on the field”, Match4Match first output the
top 𝐾 relevant videos using the vector retrieval engine. The top
three video are shown in Figure 4. All three videos show a soccer
team on the field, where video 3 is the ground-truth video. In video
1, they are celebrating something. In video 2, they are fighting. In
video 3, they first go to the field and then begin the soccer match.
Only the second and the third frame in video 3 are related to “walk-
ing”, making the task challenging. In fast vector retrieval mode, the
coarse-grained can find the three videos related to the keyword
“soccer” but cannot guarantee high accuracy. In fine-grained align-
ment mode, we rerank these videos using the fine-grained model
and video 3 becomes the top 1 video. The token-frame similarities
between the text query and video 3 are shown in Figure 5. After fine-
tuning, the similarities of the keyword (“soccer”) and keyframes
(the second frame and the third frame) are highlighted. Most tokens
are aligned to the keyframes and most frames are aligned to the
keyword, thus the text-video similarity is more accurate than that
in fast vector retrieval mode. This example shows how our model
extracts fine-grained information.
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Video 1:

Video 2:

Video 3:

Figure 4: The top 3 videos retrieved by fast retrieval mode when the model is given a text query “a soccer team walking outside
on the field”. Video 3 is the ground-truth video.
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Figure 5: The token-frame similarities between the text query and video 3 in fine-grained alignment mode.
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