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ABSTRACT
Hypernymy is a semantic relation, expressing the “is-a” relation be-

tween a concept and its instances. Such relations are building blocks

for large-scale taxonomies, ontologies and knowledge graphs. Re-

cently, much progress has been made for hypernymy prediction in

English using textual patterns and/or distributional representations.

However, applying such techniques to other languages is challeng-

ing due to the high language dependency of these methods and the

lack of large training datasets of lower-resourced languages.

In this work, we present a family of fuzzy orthogonal projection

models for both monolingual and cross-lingual hypernymy predic-

tion. For the monolingual task, we propose a Multi-Wahba Projec-

tion (MWP) model to distinguish hypernymy vs. non-hypernymy

relations based on word embeddings. This model establishes distri-

butional fuzzy mappings from embeddings of a term to those of its

hypernyms and non-hypernyms, which consider the complicated

linguistic regularities of these relations. For cross-lingual hyper-

nymy prediction, a Transfer MWP (TMWP) model is proposed to

transfer the semantic knowledge from the source language to target

languages based on neural word translation. Additionally, an Itera-

tive Transfer MWP (ITMWP) model is built upon TMWP, which

augments the training sets of target languages when target lan-

guages are lower-resourced with limited training data. Experiments

show i) MWP outperforms previous methods over two hypernymy

prediction tasks for English; and ii) TMWP and ITMWP are effective

to predict hypernymy over seven non-English languages.

CCS CONCEPTS
• Computing methodologies → Lexical semantics; Ontology
engineering; • Information systems→ Data mining.
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1 INTRODUCTION
Hypernymy is a type of basic semantic relations, expressing the

“is-a” relation between a concept (hypernym) and its instances

(hyponyms). The automatic extraction of hypernymy relations is

vital for building large-scale taxonomies, ontologies and knowledge

graphs [10, 33, 51]. Such relations also benefit a variety of Web-

scale applications including query understanding [48], post-search

navigation [14], personalized recommendation [56], etc.

Due to its importance in NLP and real-world applications, re-

markable progress has been made for hypernymy prediction. As

summarized in Wang et al. [45], pattern based and distributional ap-

proaches are twomajor types of methods for hypernymy harvesting.

Pattern based methods employ lexical patterns (e.g., Hearst pat-

terns [13]) to extract hypernymy relations from text corpora [30].

Distributional methods can be divided as unsupervised and su-

pervised. Unsupervised methods refer to hypernymy measures,

modeling the degree of the existence of a hypernymy relation be-

tween two terms [15, 31]. Supervised algorithms classify a term

pair as hypernymy or non-hypernymy based on the distributional

representations of the two terms [20, 54]. While there exists some

disagreement in the NLP community on which type of methods is

more effective [45], Shwartz et al. [34] show that both methods can

be combined via an integrated neural network, further improving

the performance.

Despite the significant success, there is much room for improve-

ment, due to the following reasons. i) The linguistic regularities of

hypernymy relations are complicated to model [10, 44, 53]. For ex-

ample, semantics of hypernymy relations between concept-concept

pairs (subclass-of) and concept-instance pairs (instance-of) are dif-

ferent. Such pairs, however, are often mixed in real-world scenarios.
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(apple,	 fruit) √
(dog,	 animal)		√

(tree,	flower)	 	�
(actor,	desk)	 		�

Training	Set

Task 1:	Monolingual Hypernymy	Prediction

Training (professor,	 job) ?
(coffee,	 juice)	 ?
(food,	 sandwich)	?

Testing	Set

Task	2:	Cross-lingual Hypernymy	Prediction

(apple,	 fruit) √
(dog,	 animal)		√

(tree,	flower)	 	�
(actor,	desk)	 		�

Training	Set (en,	 large)

(thé,	boisson) ?
(chien,	ours)	 ?
(mars,	mois)	 ?

Testing	Set (fr)

(poulet,	 viande) √

(maison,	eau)		 �

Training	Set (fr,	 small)

Training

LENGEND

√:			Hypernymy
�:	Non-hypernymy
?:			Unknown
en:	English
fr:			French

Translation	(fr-en)

poulet:	 chicken
viande:	meat
maison:	house
eau:	water
thé:	tea
boisson:	drink
chien:	dog
ours:	bear
mars:	March
mois:	month

*	For	human	reference	
only,	unseen	by	algorithm

Figure 1: A toy example of monolingual and cross-lingual
hypernymy prediction.

ii) Supervised distributional methods are reported to have high per-

formance, but suffer from the “lexical memorization” problem [18].

iii) Most existing methods focus on monolingual hypernymy pre-

diction in English only and are highly language dependent. Some

analytical languages (e.g., Chinese, Vietnamese) are flexible in ex-

pressions and lack fixed patterns to extract hypernymy relations

with high recall [10, 46]. Hence, most existing methods are diffi-

cult to apply to other languages. iv) Several distributional methods

require additional knowledge (e.g., taxonomies and semantic hierar-

chies) to learning high-quality hypernymy embeddings [20, 26, 54],

which are difficult to obtain for some low-resourced languages.

In this work, a family of fuzzy orthogonal projection models

is presented to address the tasks of both monolingual and cross-

lingual hypernymy prediction. A toy example of the two tasks is

illustrated in Figure 1. For the monolingual task, we explicitly model

how the embeddings of a term are mapped to those of its hyper-

nyms or non-hypernyms, respectively, in order to avoid the “lexical

memorization” problem [18]. To deal with complicated linguistic

regularities, for each latent component of hypernymy and non-

hypernymy relations, a fuzzy orthogonal mapping is established

in the embedding space
1
. The learning process of the mappings

is closely related to a generalized version of the Wahba’s prob-

lem in mathematics [23], named Multi-Wahba Projection (MWP).

In this work, we derive a closed-form solution to MWP and pro-

pose an MWP based neural network to distinguish hypernymy vs.

non-hypernymy relations.

For cross-lingual hypernymy prediction, the goal is to predict

hypernymy relations of a target language with limited training data,

given a (relatively) large training set of a source language as input.

Neural machine translation techniques are able to transfer knowl-

edge across languages, but usually require a large parallel corpus,

which is not feasible for some lower-resourced languages [55]. To

derive a general solution for any languages, we present a Transfer

1
For hypernymy, relations related to different domains are usually treated as different

components. The “subclass-of” and “instance-of” relations are treated as different com-

ponents. Components of non-hypernymy relations include co-hyponymy, synonymy,

meronymy, etc. Refer to [10, 49, 53] for detailed discussion.

MWP (TMWP) model from a source language to target languages

based on neural word translation. To handle the small size of train-

ing sets of target languages, an Iterative Transfer MWP (ITMWP)

model is built upon TMWP to support semi-supervised learning

via training data augmentation.

In summary, we make the following major contributions:

• We propose a Multi-Wahba Projection (MWP) model to dis-

tinguish monolingual hypernymy vs. non-hypernymy re-

lations. A closed-form solution is derived for generalized

Wahba’s problem.

• We propose a Transfer Multi-Wahba Projection (TMWP)

model for cross-lingual hypernymy prediction. An iterative

data augmentationmethod is introduced, named the Iterative

Transfer Multi-Wahba Projection (ITMWP) model.

• We conduct extensive experiments to show that i) MWP

outperforms state-of-the-art over two hypernymy prediction

tasks for English, and ii) TMWP and ITMWP are effective to

predict hypernymy over seven non-English languages.

The rest of this paper is organized as follows. Section 2 summa-

rizes related work. MWP, TMWP and ITMWPmodels are presented

in Section 3 and Section 4. Experiments are shown in Section 5 and

Section 6, with the conclusion drawn in Section 7.

2 RELATEDWORK
This section presents a brief overview on monolingual and cross-

lingual hypernymy prediction.

2.1 Monolingual Hypernymy Prediction
In the NLP community, “hypernymy prediction” is not a standalone

task, but has been evaluated under a series of tasks, e.g., unsu-

pervised hypernymy classification [15], supervised hypernymy

detection [20, 54], graded lexical entailment [41], etc. Although

evaluation steps and metrics may differ, pattern based and distribu-

tional methods are two major paradigms to address these tasks [45].

Pattern based approaches use lexical patterns to extract hy-

pernymy relations from texts. Hearst patterns [13] are the most

influential patterns in English, which are employed to build a large

lexical taxonomy Probase [51]. A recent study [30] reveals that

using simple Hearst patterns can result in high performance for hy-

pernymy detection. Similar Hearst pattern-like features are used in

a variety of methods [28, 35]. The semantics of more generalized tex-

tual patterns can be captured by LSTM-based neural networks [34].

The reason of the success is that they are precise and have high

coverage of hypernymy relations in English. For other languages,

Hearst-style patterns are not necessarily effective. For example,

Chinese has flexible expressions and lacks fixed patterns for hy-

pernymy detection [10, 46]. Because we aim at providing a general

solution for all languages, pattern-based approaches are difficult to

apply to other languages, without language-specific modifications.

Distributional methods can be divided as supervised and un-

supervised. Unsupervised distributional approaches are pri-

marily based on hypernymy measures, modeling the degree of

the existence of a hypernymy relation within a term pair. Typ-

ical hypernymy measures are based on distributional inclusion

hypothesis [17], distributional informativeness hypothesis [31] and

selective distributional inclusion hypothesis [29]. Readers can refer
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to a comprehensive overview and evaluation on hypernymy mea-

sures in [32]. In supervised methods, each pair is modeled as an

embedding vector as the input of a classifier to predict the relation,

such as the Concat model, the Diff model, etc [29, 49]. Recently,

several algorithms are proposed to learn hypernymy embeddings,

which consider the taxonomic structure of concepts [6, 20, 26, 54].

For example, Yu et al. [54] learn the hypernym and hyponym em-

beddings for a term in a max-margin neural network based on

Probase [51]. Nguyen et al. [26] propose the hierarchical embed-

dings trained over a text corpus and theWordNet concept hierarchy.

Additionally, Drozd et al. [9] study relationships between semantic

relations and word embeddings.

Projection based approaches are variants of previous meth-

ods, which learn how to map the embeddings of a term to those

of its hypernyms directly. A notable model is the piecewise lin-

ear projection model [10]. It is also improved by Yamane et al.

[53], which learns the number of linear projection models and

the parameters of projection models jointly, and by Biemann et al.

[3], Wang and He [44], which consider explicit negative samples.

Wang et al. [46] learn the representations of both hypernymy and

non-hypernymy in a transductive learning framework. Our work

improves these approaches by multiple fuzzy orthogonal projec-

tions, and also employs a neural network for hypernymy relation

classification. Hence, it takes advantages of both classification and

projection approaches. Apart from the previous methods, many ap-

proaches aim at extracting hypernymy relations from various Web

data sources. Gupta et al. [12], Ponzetto and Strube [27], Suchanek

et al. [36] learn hypernymy from the Wikipedia category system

based on lexical patterns, syntactic constraints and rule-based in-

ference. Liu et al. [19] construct a taxonomy purely from keywords.

We do not further elaborate.

2.2 Cross-lingual Hypernymy Prediction
The task of cross-lingual hypernymy prediction has not been

sufficiently studied. Some researchers aim at building taxonomies

based on multi-lingual Wikipedia [21, 47]. YAGO 3 [21] is the ex-

tension of YAGO [36], which integrates a multi-lingual taxonomy

derived from Wikipedia. Wang et al. [47] propose a cross-lingual

knowledge validation technique to improve the accuracy of cross-

lingual hypernymy prediction from links among multi-lingual ver-

sions of Wikipedia. Wu et al. [50] introduce a bilingual topic model

to align taxonomies of different languages.

In the NLP community, a few works [38, 42] determine if a word

in one language is a hypernym of a word in another language. For

example, these methods predict if the English word “fruit” is the

hypernym of the French word “pomme” (apple). The difference

between these methods and ours is that our method is capable

of learning hypernymy relations where both hypernyms and hy-

ponyms are in the target language. Hence, our method can extract

culture-specific hypernymy relations where both hypernyms and

hyponyms are not present in the source language.

3 MWP: THE MONOLINGUAL MODEL
In this section, we introduce the MWP model for monolinugal

hypernymy prediction and give the closed-form solution of the

generalized Wahba’s problem.

3.1 Task Definition
Let x⃗i be the normalized embedding of the term xi , pre-trained

using any neural language models. Denote y
(+)
i and y

(−)
i as a hy-

pernym and a non-hypernym of xi , respectively. The task of mono-

lingual hypernymy prediction is defined as follows:

Definition 3.1. (Monolingual Hypernymy Prediction) The goal

is to train a classifier f over a hypernymy relation set D (+) =

{(xi ,y
(+)
i )} and a non-hypernymy relation set D (−) = {(xi ,y

(−)
i )},

to predict hypernymy relationsU = {(xi ,yi )} of the same language.

3.2 Learning Hypernymy Projections
Following [10, 46, 53], hypernymy projection models assume that

there exists a d ×d projection matrix M(+)
such that M(+)x⃗i ≈ y⃗

(+)
i

where d is the dimension of word embeddings and (xi ,y
(+)
i ) ∈ D (+)

.

In this work, MWP further forces that the cosine similarity of the

projected word embedding Mx⃗i and the true hypernym embedding

y⃗
(+)
i should be maximized, i.e., max

∑ |D (+) |

i=1 cos(Mx⃗i , y⃗
(+)
i ). Because

all the word embeddings are normalized, the optimization function

can be re-written as: max

∑ |D (+) |

i=1 (Mx⃗i )
T y⃗

(+)
i . We can see that M

should be orthogonal to guarantee that Mx⃗i is normalized [52]. For

ease of the model training process, we re-formulate the objective

function as below with I being the d × d identity matrix:

min

|D (+) |∑
i=1
∥Mx⃗i − y⃗

(+)
i ∥

2
s. t. MT M = I

However, this setting does not consider the complicated lin-

guistic regularities of hypernymy relations. As seen in [10, 44],

different types of hypernymy relations may correspond to different

projection matrices. Denote K as the number of clusters, where

each cluster corresponds to a hypernymy component. We apply

K-means to D (+)
using the vector offset x⃗i − y⃗

(+)
i as features. The

cluster centroids are denoted as c⃗
(+)
1

, · · · , c⃗
(+)
K . We define a

(+)
i, j as

the weight of (xi ,y
(+)
i ) over the dataset D (+)

w.r.t. the jth cluster:
2

a
(+)
i, j =

cos(x⃗i − y⃗
(+)
i , c⃗

(+)
j )∑ |D (+) |

i′=1
cos(x⃗i′ − y⃗

(+)

i′
, c⃗

(+)
j )

Considering the orthogonal constraint, weminimize theweighted

projection errors on the jth cluster with M(+)
j being a d × d projec-

tion matrix w.r.t. the jth cluster:

min J (M(+)
j ) =

1

2

|D (+) |∑
i=1

a
(+)
i, j ∥M

(+)
j x⃗i − y⃗

(+)
i ∥

2

s. t. M(+)
j

T
M(+)
j = I,

|D (+) |∑
i=1

a
(+)
i, j = 1

(1)

2
We have also experimented with several fuzzy clustering algorithms, such as Gaussian

Mixture Model, Fuzzy c-Means, etc. The cluster membership probabilities are related

to the weights a (+)
i, j . However, they perform poorly due to the high dimensionality of

word embeddings. Hence, we employ K-means to generate clusters and use a heuristic

approach to compute a (+)
i, j .
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Let M (+) = {M(+)
1
,M(+)

2
, · · · ,M(+)

K } be the set of projection

parameters of all the K clusters. Learning hypernymy projections

is equivalent to minimizing the following objective function:

min J̃ (M (+) ) =
1

2

K∑
j=1

|D (+) |∑
i=1

a
(+)
i, j ∥M

(+)
j x⃗i − y⃗

(+)
i ∥

2

s. t. M(+)
j

T
M(+)
j = I,

|D (+) |∑
i=1

a
(+)
i, j = 1, j = 1, . . . ,K

(2)

We refer to this model as the Multi-Wahba Projection (MWP)

model. In mathematics, the Wahba’s problem deals with three-

dimensional vector observations between two coordinate systems,

extensively applied in satellite attitude determination [23]. The

MWP model is an extension to the Wahba’s problem, considering

d dimensional (d > 3) projections with K components. Because

the values of different M(+)
j (j = 1, 2, · · · ,K) are independent, the

optimal solution to MWP is the same as the combination of min-

imizing K objectives J (M(+)
j ). In this work, we pay attention to a

closed-form solution to theWahba’s problem [22] based on Singular

Value Decomposition (SVD) and extend it to d dimensions (d > 3):

Theorem 3.2. The d-dimensional Wahba’s problem has a closed-
form solution as follows:

(1) Bj =
∑ |D (+) |

i=1 a
(+)
i, j y⃗

(+)
i x⃗Ti ;

(2) SVD(Bj ) = UjΣjVTj ;
(3) Rj = diag(1, . . . , 1︸  ︷︷  ︸

d−1

, det(Uj )det(Vj ));

(4) M(+)
j = UjRjVTj ;

Proof. For simplicity, we omit the subscript j and the super-

script (+) of all variables. Eq. (1) can be re-written as:

J (M) =
1

2

∑
i
ai ∥Mx⃗i − y⃗i ∥

2
s. t. MT M = I

Here, each pair (xi ,yi ) has the weight ai over the entire dataset.
Because

∑
i ai = 1, based on the proof of the original Wahba’s

problem [43], we re-write the objective function as follows:

J (M) = 1 −
∑
i
aiy⃗

T
i Mx⃗i = 1 − tr(MBT ) (3)

whereB =
∑
i aiy⃗i x⃗

T
i . The SVDof thematrixB is given by: SVD(B) =

UΣVT with the singular value matrix Σ = diag(λ1, . . . , λd ).
Based on the result of SVD, we define two orthogonal matrices

and one diagonal matrix:

U+ = Udiag(1, . . . , 1︸  ︷︷  ︸
d−1

, det(U)) V+ = Vdiag(1, . . . , 1︸  ︷︷  ︸
d−1

, det(V))

Σ
′

= diag(λ1, . . . , λd−1, λddet(U)det(V))
Due to the orthogonality of U and V, we have det(U)det(V) = ±1.
Hence, matrix B can be re-decomposed as: B = U+Σ

′

VT+ .
For simplicity, let W = UT

+MV+. Based on the cyclic invariance

property of the trace, we have

tr(MBT ) = tr(MV+Σ
′

UT
+ ) = tr(Σ

′

UT
+MV+) = tr(Σ

′

W)

Therefore, we re-write Eq. (3) as: J (M) = 1 − tr(Σ
′

W).

Using the Euler axis/angle parameterization for the orthogonal

matrix W = R (e,ϕ), we have:

J (M) = 1 − (
d−1∑
i=1

λi + λddet(U)det(V)) + (1 − cosϕ)[
d−1∑
i=2

λi

+ λddet(U)det(V) +
d−1∑
i=2

(λ1 − λi )e
2

i + (λ1 − λddet(U)det(V))e2d ]

where e = [e1, e2, · · · , ed ] is a unit vector and ϕ is a rotation angle.

It is easy to show that J (M) is minimized when cosϕ = 1. We have:

min J (M) = 1 − (
d−1∑
i=1

λi + λddet(U)det(V)) = 1 − tr(Σ
′

)

In this condition, we have W = I. This gives the optimal solution:

Mopt = U+VT+ = Udiag(1, . . . , 1︸  ︷︷  ︸
d−1

, det(U)det(V))VT

□

Complexity analysis. For simplicity, let n = |D (+) |. The construc-

tion of the data matrix Bj takes O (nd
2) time. Subsequent steps

include the SVD, the determinant computation and the matrix mul-

tiplication of d × d matrices. The time complexity is O (d3). Hence,
the total time complexity is O (nd2 + d3). Because d is a small con-

stant, usually around 50 ∼ 300 in practice, and n is the size of the

training set, the algorithm is sufficiently efficient for the task.

3.3 Learning Non-hypernymy Projections
In the semantic relation classification task, non-hypernyms of a

term can be co-hyponyms, synonyms, etc [49]. Hence, MWP is also

suitable for modeling the semantics of different non-hypernymy

relations. The objective is defined as follows:
3

min J̃ (M (−) ) =
1

2

K∑
j=1

|D (−) |∑
i=1

a
(−)
i, j ∥M

(−)
j x⃗i − y⃗

(−)
i ∥

2

s. t. M(−)
j

T
M(−)
j = I,

|D (−) |∑
i=1

a
(−)
i, j = 1, j = 1, . . . ,K

with c⃗
(−)
1

, · · · , c⃗
(−)
K as non-hypernymy cluster centroids, andM (−) =

{M(−)
1
,M(−)

2
, · · · ,M(−)

K } as projection parameters. The centroids are

generated by K-means over D (−)
, using x⃗i − y⃗

(−)
i as features.

3.4 Hypernymy Prediction Classifier
This part describes how MWP benefits hypernymy prediction by

training a neural network classifier.

Due to the effectiveness of the Diff model for hypernymy classi-

fication [26], given a pair (xi ,yi ) ∈ D
(+) ∪ D (−)

, we generate two

groups of features:
4

F (+) (x⃗i , y⃗i ) = (M(+)
1

x⃗i − y⃗i ) ⊕ · · · ⊕ (M(+)
K x⃗i − y⃗i )

F (−) (x⃗i , y⃗i ) = (M(−)
1

x⃗i − y⃗i ) ⊕ · · · ⊕ (M(−)
K x⃗i − y⃗i )

3
Note that the numbers of clusters in hypernymy and non-hypernymy relations can

also be different. For simplicity, we set the numbers of clusters in hypernymy and

non-hypernymy relations uniformly as K .

4
For simplicity, we omit the superscripts (+) and (−) for yi here.

1968



������������!"

���������� ��������!⃑"

    	���������������
����������

$%
(')!⃑" $)

(')!⃑" $%
(*)!⃑" $)

(*)!⃑"

    ������������������������


��������
�����������+

$%
(')!⃑"�,⃑" $)

(')!⃑"�,⃑" $%
(*)!⃑"�,⃑" $)

(*)!⃑"�,⃑"

����������
�����
����

��������������
�����
����

Figure 2: The MWP based neural network architecture for
monolingual hypernymy prediction.

where ⊕ is the vector concatenation operator.

Figure 2 shows the MWP based neural network for hypernymy

relation classification. For each pair (xi ,yi ) ∈ D
(+)∪D (−)

, themodel

generates features F (+) (x⃗i , y⃗i ) ∪ F
(−) (x⃗i , y⃗i ). A binary classifier

f is trained over D (+)
and D (−)

.
5

The reason for designing such architecture is as follows. In dis-

tributional semantics, using embeddings x⃗i and y⃗i to predict the

relation between xi and yi can cause the “lexical memorization”

problem [18]. For example, if the classifier receives positive pairs

“(dog, animal)”, “(cat, animal)” and “(sheep, animal)” during train-

ing, it will “memorize” the property of the embeddings of “animal”,

where “animal” is regarded as a “prototypical hypernym” by [18]. In

consequence, the classifier is likely to predict there is a hypernymy

relation in “(rose, animal)” when seeing the term “animal”.

In our approach, if there is a hypernymy relation in (xi ,yi ), the

norms of the features F (+) (xi ,yi ) are likely to be small based on

Eq. (2). The norms of features F (−) (xi ,yi ) are likely to be large.

Hence the combined features F (+) (xi ,yi ) ∪ F
(−) (xi ,yi ) are dis-

criminative for distinguishing hypernymy vs. non-hypernymy rela-

tions. Bymodeling the semantics of hypernymy and non-hypernymy,

this method avoids “lexical memorization”. The high-level training

procedure is summarized in Algorithm 1.

Algorithm 1Monolingual Hypernymy Prediction

1: Perform K-means over D (+)
, with features as x⃗i − y⃗

(+)
i ;

2: Perform K-means over D (−)
, with features as x⃗i − y⃗

(−)
i ;

3: for j = 1 to cluster number K do
4: Learn M(+)

j and M(−)
j by the closed-form solution;

5: end for
6: for each pair (xi , y

(+)
i ) ∈ D (+) do

7: Compute F (+) (x⃗i , y⃗
(+)
i ) and F (−) (x⃗i , y⃗

(+)
i );

8: end for
9: for each pair (xi , y

(−)
i ) ∈ D (−) do

10: Compute F (+) (x⃗i , y⃗
(−)
i ) and F (−) (x⃗i , y⃗

(−)
i );

11: end for
12: Train neural network classifier f over D (+)

and D (−)
;

4 CROSS-LINGUAL MODELS
In this section, we introduce two projection models (i.e., TMWP and

ITMWP) based on MWP for cross-lingual hypernymy prediction.

5
We have added more hidden layers between the feature generation layer and the

output layer with no improvement. Hence, an output layer is directly connected to the

feature generation layer.

4.1 Transfer MWP
LetD

(+)
S ,D

(−)
S ,D

(+)
T andD

(−)
T be the training sets of hypernymy and

non-hypernymy relations from the source and target languages,

respectively. For low-resourced languages, the training sets are

usually highly limited in size. Hence, we impose two assumptions,

i.e., |D
(+)
S | ≫ |D

(+)
T | and |D

(−)
S | ≫ |D

(−)
T |. We define the task of

cross-lingual hypernymy prediction as follows:

Definition 4.1. (Cross-lingual Hypernymy Prediction) The goal

is to train a classifier f over D
(+)
S , D

(−)
S of the source language and

D
(+)
T , D

(−)
T of the target language, to predict hypernymy relations

UT = {(xi ,yi )} of the target language.

Recently, significant progress has been made in neural machine

translation [39]. However, such translation technique is not suf-

ficient to solve our task by translating training sets of the source

language to the target language directly. The reasons are twofold. i)

The training of neural machine translation models require a large

amount of high-quality bilingual data in order to achieve high accu-

racy. For low-resourced languages, acquiring such data is difficult,

or sometimes even infeasible [55]. ii) Cross-lingual hypernymy

prediction requires the translation of words without any contexts,

rather than complete sentences.

In this work, we adopt Conneau et al. [8] to learn the mappings

among words across different languages. Before we train TMWP

or ITMWP models, we follow the work [8] and learn a d × d pro-

jection matrix S, which maps the embedding vector x⃗ in the source

language space to x⃗∗ in the target language space such that x and

x∗ are terms of two languages share the same meaning.

4.1.1 Learning Hypernymy Projections. Similar to the monolingual

case, the word pairs fromD
(+)
S andD

(+)
T are grouped intoK clusters.

If (xi ,y
(+)
i ) ∈ D

(+)
T , the features that we use for clustering are

x⃗i − y⃗
(+)
i ; otherwise, we use Sx⃗i − Sy⃗ (+)i as features. The objective

function w.r.t. the jth cluster is as follows:

min J (M(+)
j ) =

β

2

|D (+)
S |∑

i=1
a
(+)
i, j γ

(+)
i ∥M

(+)
j Sx⃗i − Sy⃗ (+)i ∥

2

+
1 − β

2

|D (+)
T |∑

i=1
a
(+)
i, j ∥M

(+)
j x⃗i − y⃗

(+)
i ∥

2

s. t. M(+)
j

T
M(+)
j = I,

|D (+)
S |∑

i=1
a
(+)
i, j γ

(+)
i = 1,

|D (+)
T |∑

i=1
a
(+)
i, j = 1

(4)

where γ
(+)
i is a weight factor that imposes different scores to hy-

pernymy relations in D
(+)
S . β ∈ (0, 1) is a pre-defined balance factor

that gives different importance to losses of the source and target

languages. We define the unnormalized score γ̃
(+)
i by:

γ̃
(+)
i = cos(Sx⃗i − Sy⃗ (+)i ,

1

|D
(+)
T |

∑
(x j ,y

(+)
j )∈D (+)

T

x⃗ j − y⃗
(+)
j )

1969



which qualifies the semantic similarity between a pair (xi ,y
(+)
i ) ∈

D
(+)
S and all the hypernymy relations inD

(+)
T . Because

∑ |D (+)
S |

i=1 a
(+)
i, j γ

(+)
i =

1, γ
(+)
i is computed by normalizing γ̃

(+)
i : γ

(+)
i =

γ̃ (+)
i∑|D (+)

S |

i′=1
a (+)

i′ , j
γ (+)

i′

.

After all the weights are computed, M(+)
j can be learned by

minimizing J (M(+)
j ). We present the following theorem to compute

the optimal solution of M(+)
j in Eq. (4):

Theorem 4.2. Eq. (4) is a variant of the d-dimensional Wahba’s
problem, which has a closed-form solution as follows:

(1) Bj = β
∑ |D (+)

S |

i=1 a
(+)
i, j γ

(+)
i Sy⃗ (+)i (Sx⃗i )T+(1−β )

∑ |D (+)
T |

i=1 a
(+)
i, j y⃗

(+)
i x⃗Ti ;

(2) SVD(Bj ) = UjΣjVTj ;
(3) Rj = diag(1, . . . , 1︸  ︷︷  ︸

d−1

, det(Uj )det(Vj ));

(4) M(+)
j = UjRjVTj ;

Proof. We omit the subscript j and the superscript (+) of all
variables in the objective function. Eq. (4) can be re-written as:

min J (M) =
β

2

|DS |∑
i=1

aiγi ∥MSx⃗i − Sy⃗i ∥2 +
1 − β

2

|DT |∑
i=1

ai ∥Mx⃗i − y⃗i ∥
2

s. t. MT M = I,
|DS |∑
i=1

aiγi = 1,

|DT |∑
i=1

ai = 1

Hence, β
∑ |DS |
i=1 aiγi + (1−β )

∑ |DT |
i=1 ai = 1. We can see that each

pair (xi ,yi ) ∈ DS has the weight βaiγi , and each pair (xi ,yi ) ∈ DT
has the weight (1 − β )ai . Define the matrix B as:

B = β

|DS |∑
i=1

aiγiSy⃗i (Sx⃗i )T + (1 − β )

|DT |∑
i=1

aiy⃗i x⃗
T
i

The objective J (M) in Eq. (4) can be re-written as follows: J (M) =
1 − tr(MBT ). Therefore, we turn Eq. (4) into the d-dimensional

Wahba’s problem. The rest of the steps are the same as the previous

proof, which are omitted here. □

Complexity analysis. For simplicity, let n1 = |D
(+)
S | and n2 =

|D
(+)
T |. The construction of Bj takes O ((n1 + n2)d

2) time. The total

time complexity is O ((n1 + n2)d
2 + d3).

Combining the objective functions w.r.t. all K clusters, the objec-

tive function for learning projected hypernymy embeddings in the

cross-lingual case is derived as follows:

min J̃ (M (+) ) =
β

2

K∑
j=1

|D (+)
S |∑

i=1
a
(+)
i, j γ

(+)
i ∥M

(+)
j Sx⃗i − Sy⃗ (+)i ∥

2

+
1 − β

2

K∑
j=1

|D (+)
T |∑

i=1
a
(+)
i, j ∥M

(+)
j x⃗i − y⃗

(+)
i ∥

2

s. t. M(+)
j

T
M(+)
j = I,

|D (+)
S |∑

i=1
a
(+)
i, j γ

(+)
i = 1,

|D (+)
T |∑

i=1
a
(+)
i, j = 1,

j = 1, . . . ,K

which is referred as the Transfer Multi-Wahba Projection (TMWP)

model.

4.1.2 Learning Non-hypernymy Projections. Similarly, to learn non-

hypernymy projections, we group D
(−)
S and D

(−)
T into K clusters,

using x⃗i−y⃗
(−)
i and Sx⃗i−Sy⃗ (−)i as features, respectively. The objective

function of TMWP is defined as follows:

min J̃ (M (−) ) =
β

2

K∑
j=1

|D (−)
S |∑

i=1
a
(−)
i, j γ

(−)
i ∥M

(−)
j Sx⃗i − Sy⃗ (−)i ∥

2

+
1 − β

2

K∑
j=1

|D (−)
T |∑

i=1
a
(−)
i, j ∥M

(−)
j x⃗i − y⃗

(−)
i ∥

2

s. t. M(−)
j

T
M(−)
j = I,

|D (−)
S |∑

i=1
a
(−)
i, j γ

(−)
i = 1,

|D (−)
T |∑

i=1
a
(−)
i, j = 1,

j = 1, . . . ,K

The learning process of the parametersM (−)
is the same asM (+)

.

4.1.3 Hypernymy Prediction Classifier. AfterM (+)
andM (−)

are

learned, we train the hypernymy relation classifier f for the cross-

lingual case, with the procedure illustrated in Algorithm 2.

Algorithm 2 Cross-lingual Hypernymy Prediction (TMWP)

1: Perform K-means over D (+)
S and D (+)

T , with features as Sx⃗i − Sy⃗ (+)
i and

x⃗i − y⃗
(+)
i , respectively;

2: Perform K-means over D (−)
S and D (−)

T , with features as Sx⃗i − Sy⃗ (−)
i and

x⃗i − y⃗
(−)
i , respectively;

3: for j = 1 to cluster number K do
4: Learn M(+)

j and M(−)
j by the closed-form solution;

5: end for
6: for each pair (xi , y

(+)
i ) ∈ D (+)

S do

7: Compute F (+) (Sx⃗i , Sy⃗ (+)
i ) and F (−) (Sx⃗i , Sy⃗ (+)

i );
8: end for
9: for each pair (xi , y

(+)
i ) ∈ D (+)

T do
10: Compute F (+) (x⃗i , y⃗

(+)
i ) and F (−) (x⃗i , y⃗

(+)
i );

11: end for
12: for each pair (xi , y

(−)
i ) ∈ D (−)

S do

13: Compute F (+) (Sx⃗i , Sy⃗ (−)
i ) and F (−) (Sx⃗i , Sy⃗ (−)

i );
14: end for
15: for each pair (xi , y

(−)
i ) ∈ D (−)

T do
16: Compute F (+) (x⃗i , y⃗

(−)
i ) and F (−) (x⃗i , y⃗

(−)
i );

17: end for
18: Train neural network classifier f over D (+)

S , D (−)
S , D (+)

T and D (−)
T ;

4.2 Iterative Transfer MWP
Because the sizes of D

(+)
T and D

(−)
T are highly limited, TMWP can

encode very little knowledge from the target language. As different

languages may have culture-specific words whose semantics can

not be acquired using transfer learning, the performance is likely

to suffer [7].

To further improve the performance, we introduce the Iterative

Transfer Multi-Wahba Projection (ITMWP) model. Recall thatUT =
{(xi ,yi )} is the collection of unlabeled term pairs of the target

1970



Relation BLESS ENTAILMENT
Hypernymy 1,337 1,385

Other relations (Non-hypernymy) 13,210 1,385

Table 1: Statistic summarization of two general-domain hy-
pernymy datasets.

language. The algorithmic procedure is shown in Algorithm 3. In

each iteration, after M (+)
and M (−)

are learned, for each pair

(xi ,yi ) ∈ UT , we compute the confidence score as follows:

conf (xi ,yi ) =
|∥F (+) (x⃗i , y⃗i )∥2 − ∥F

(−) (x⃗i , y⃗i )∥2 |

max{∥F (+) (x⃗i , y⃗i )∥2, ∥F (−) (x⃗i , y⃗i )∥2}

We use the confident score instead of the output of the classifier,

because modern neural networks do not generate calibrated proba-

bilistic distributions [11]. Given a threshold τ , if conf (xi ,yi ) > τ ,

we add the pair (xi ,yi ) to the training set (either D
(+)
T or D

(−)
T , de-

pending on the prediction label). The TMWP models are iteratively

trained over enlarged datasets until the performance does not in-

crease over the development set. The detailed procedure of ITMWP

is shown in Algorithm 3.

Algorithm 3 Cross-lingual Hypernymy Prediction (ITMWP)

1: Train TMWP over D (+)
S , D (−)

S , D (+)
T and D (−)

T by Algorithm 2;

2: while not converge do
3: for each pair (xi , yi ) ∈ UT do
4: if conf (xi , yi ) > τ then
5: if f (xi , yi ) = HYPERNYMY then
6: Update D (+)

T = D (+)
T ∪ {(xi , yi ) };

7: else
8: Update D (−)

T = D (−)
T ∪ {(xi , yi ) };

9: end if
10: Update UT = UT \ {(xi , yi ) }
11: end if
12: end for
13: Update TMWP over D (+)

S , D (−)
S , D (+)

T and D (−)
T by Algorithm 2;

14: end while

5 MONOLINGUAL EXPERIMENTS
In this section, we conduct extensive experiments to evaluate MWP

over the tasks of supervised hypernymy detection and unsupervised

hypernymy relation classification. We compare it with state-of-the-

art approaches to make the convincing conclusion.

5.1 General-domain Supervised Hypernymy
Detection

5.1.1 Task Description. We first evaluate MWP by supervised hy-

pernymy detection in the general domain, which aims at classifying

whether the hypernymy relation holds in a term pair. Experiments

are conducted over two benchmark datasets that are frequently

used in the NLP community: BLESS [2] and ENTAILMENT [1],

consisting of 14,547 and 2,770 word pairs with labeled relations (i.e.,

hypernymy relations or other relations), respectively. The statistics

of the two datasets are summarized in Table 1.

To obtain all the term embeddings for learning projection matri-

ces and the hypernymy relation classifier, we use the same proce-

dure as in Bojanowski et al. [4] to train fastText word embeddings

Method BLESS ENTAILMENT
Mikolov et al. [24] 0.84 0.83

Yu et al. [54] 0.90 0.87

Luu et al. [20] 0.93 0.91

Nguyen et al. [26] 0.94 0.91

MWP (Non-orthogonal) 0.95 0.90

MWP 0.97 0.92
Table 2: Performance comparison of general-domain super-
vised hypernymy detection in terms of accuracy.
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Figure 3: Parameter analysis of K over two datasets.

over the entire Wikipedia corpus, with the dimensionality of word

embeddings set to d = 300.

For evaluation, we follow exactly the same “leave-one-out” eval-

uation protocols that have been used in a series of NLP papers [20,

26, 54]. For the BLESS dataset [2], because the relations are related

to 200 most frequent nouns in WordNet [25], we randomly select

relations w.r.t. one noun for testing, and train the MWP model and

the relation prediction classifier on others. For the ENTAILMENT

dataset [1], one hypernymy relation is randomly selected for testing

and the model is trained over others. All the experimental results

are reported in averaged accuracy.

5.1.2 Baselines. To evaluate whether the learned features are use-

ful to distinguishing hypernymy vs. non-hypernymy relations, we

compare MWP against five hypernymy embedding methods:
6

• Word2Vec [24]: It is the standard Skip-gram model, trained

via the negative sampling technique.

• Yu et al. [54]: It learns hypernymy embeddings for terms

based on the Probase taxonomy [51]. The algorithm is opti-

mized by a max-margin neural network.

• Luu et al. [20]: It improves hypernymy embedding learning

by a dynamic weighting neural model.

• HyperVec [26]: It combines the negative sampling based Skip-

gram model [24] and the WordNet concept hierarchy [25]

to learn hypernymy embeddings.

• MWP (Non-orthogonal): It is a variant of the MWP model,

without orthogonal constraints on projection matrices.

5.1.3 Experimental Results. The experimental results are summa-

rized in Table 2. In the implementation, as a default setting, we fix

the number of clusters of MWP as K = 4. The parameter analysis

of K will be presented further. From the results, we can see that

MWP outperforms all previous baseline approaches. Simple models

such as Word2Vec [24] do not produce satisfactory results because

6
Based on the respective papers, the features of [20, 24, 54] are the hypernymy em-

beddings of two terms and the vector difference. The features of [26] are the vector

difference and cosine similarity between two terms’ embeddings, together with the

magnitudes of the two embeddings. An SVM classifier is trained over all the features

to make the prediction.
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Statistics ANIMAL PLANT VEHICLE
# Distinct terms 659 520 117

# Hypernymy relations 4,164 2,266 283

# Random word pairs 8,471 4,520 586

Table 3: Statistic summarization of three domain-specific hy-
pernymy datasets.

Method ANIMAL PLANT VEHICLE
Mikolov et al. [24] 0.80 0.81 0.82

Yu et al. [54] 0.67 0.65 0.70

Luu et al. [20] 0.89 0.92 0.89

Nguyen et al. [26]
∗

0.83 0.91 0.83

MWP (Non-orthogonal) 0.90 0.92 0.87

MWP 0.92 0.94 0.90
Table 4: Performance comparison of domain-specific super-
vised hypernymy detection in terms of accuracy. ∗ refers to
the result based on our own implementation.

the semantics of hypernymy relations are not explicitly modeled.

Hence, they are probable to suffer from the “lexical memorization”

problem. Compared to the strongest competitor HyperVec [26], the

accuracy of MWP is higher by 3% over BLESS and higher by 1%

over ENTAILMENT. The comparison between the MWP model

and the variant MWP (Non-orthogonal) shows that the orthogonal

constraint improves projection learning in MWP.

As there is no gold standard to determine the number of “latent

components” in a hypernymy relation dataset, the choice of param-

eter K in MWP is mostly heuristic. Here, we investigate how the

changes of K affect the performance of MWP. We set K from 1 to

10 and report the averaged accuracy over the two datasets. The

results are shown in Figure 3. As seen, the performance is not very

sensitive to K if the value of K is not extremely large or small. This

is because we introduce the weights a
(+)
i, j and a

(−)
i, j in the model,

resulting in the situations where all the projections are “fuzzy”.

Additionally, by using the clustering technique, the accuracy of

MWP is boosted by over 5% and 2%, respectively.

5.2 Domain-specific Supervised Hypernymy
Detection

5.2.1 Task Description. We further evaluate the effectiveness of

MWP method over domain-specific datasets. In this set of experi-

ments, we use three datasets derived from the following domain-

specific taxonomies: ANIMAL, PLANT and VEHICLE [40]. The

respective three evaluation datasets are constructed by extract-

ing all possible taxonomic relations from taxonomies as possible

samples and randomly pairing two terms that are not involved in

any hypernymy relations as negative samples. We use the same

datasets that have been generated and released by Luu et al. [20].

The statistics are summarized in Table 3.

For evaluation, we also follow the settings of Luu et al. [20]. Each

time, we hold out relations w.r.t. one term for testing and train our

model on the remaining terms. The results are also reported in

averaged accuracy. Because a few terms in the three datasets are

multi-word expressions (e.g., American tree, half track), we treat

these terms as a whole to train the fastText word embeddings [4].

The default experimental settings and baselines are the same as

in the general-domain experiments. Hence, we do not repeat the

details again.

5.2.2 Experimental Results. From the experimental results in Ta-

ble 4, it can be concluded that the proposed MWP model has high

performance for hypernymy detection in specific domains. Specif-

ically, the non-orthogonal version of MWP outperforms state-of-

the-art methods over two domain-specific datasets (PLANT and

ANIMAL) and is comparable to the strongest baseline Luu et al. [20]

over the other one (VEHICLE). The full implementation of MWP

outperforms all the baselines over the three datasets. Another in-

teresting observation is that methods that use general corpora to

training word embeddings (i.e., [20, 24] and ours) have relatively

higher performance than methods that only consider the taxonomy

data (i.e., Yu et al. [54]). Nguyen et al. [26] learn hypernymy embed-

dings using the general WordNet concept hierarchy, but still have

relatively low performance in specific domains. This is because

concepts in the taxonomy Probase [51] or in the WordNet concept

hierarchy usually have low converge for specific domains, leading

to low prediction performance.

5.3 Unsupervised Hypernymy Relation
Classification

5.3.1 Task Description and Evaluation Protocols. This set of ex-
periments involves two studies that compare MWP against vari-

ous hypernymy measures. We follow the evaluation framework

of Nguyen et al. [26], Roller et al. [30] over two benchmark datasets:

BLESS and WBLESS, constructed by Kiela et al. [15] and Weeds

et al. [49], respectively. In the first experiment, we aim at predicting

the directionality of all the 1,337 hypernymy relations in BLESS. All

the hypernymy relations are treated as positive samples and all the

reverse-hypernymy relations are treated as negative samples. WB-

LESS is derived from BLESS, including a subset of 1,168 pairs. The

experiment over WBLESS is more challenging, which is a binary

classification task, aiming at distinguishing hypernymy relations

and other relations (including a mixture of reverse-hypernymy,

meronymy, co-hyponymy relations and randomly matched nouns).

The baseline hypernymy measures that we consider in this work

are summarized as follows. Santus et al. [31],Weeds et al. [49], Kiela

et al. [15] and Nguyen et al. [26] employ distributional methods for

unsupervised hypernymy relation classification. Roller et al. [30]

is the state-of-the art path-based measure by utilizing generalized

Hearst patterns in a large text corpus.

In contrast to these hypernymy measures, the MWP model is a

supervised relation classification model, instead of an unsupervised

measure. Hence, MWP can not be directly applied to this task.

Instead of using theMWP based classifier f , we design a hypernymy

score based on the features:

s̃ (xi ,yi ) = ∥F
(−) (x⃗i , y⃗i )∥2 − ∥F

(+) (x⃗i , y⃗i )∥2 (5)

where the projection matrices w.r.t. F (+) (xi ,yi ) are learned over

hypernymy relations and the projection matrices w.r.t. F (−) (xi ,yi )
are learned over others. For a term pair (xi ,yi ), if xi is the hyponym

and yi is the hypernym, the norm of F (+) (xi ,yi ) is likely to be

smaller than that of F (−) (xi ,yi ). Hence, we use s̃ (xi ,yi ) > s̃ (yi ,xi )
to predict yi is the hypernym of xi .
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Relation↓ Language→ fr zh ja it th fi el

# Hypernymy relations 4,035 2,962 1,448 3,034 1,156 7,157 2,612

# Non-hypernymy relations 8,947 6,382 3,203 6,081 1,977 9,433 1,454

Table 5: Statistics of hypernymy and non-hypernymy relation datasets of seven non-English languages. Language abbrevia-
tions: French (fr), Chinese (zh), Japanese (ja), Italian (it), Thai (th), Finnish (fn) and Greek (el).

Measure BLESS WBLESS
Santus et al. [31] 0.87 -

Weeds et al. [49] - 0.75

Kiela et al. [15] 0.88 0.75

Nguyen et al. [26] 0.92 0.87

Roller et al. [30] 0.96 0.87

MWP (Non-orthogonal) 0.95 0.89
MWP 0.97 0.92

Table 6: Performance comparison of unsupervised hyper-
nymy relation classification in terms of accuracy.

Because all the projection matrices require to be pre-trained be-

fore we can compute the features F (+) (x⃗i , y⃗i ) and F
(−) (x⃗i , y⃗i ), we

employ 14,135 hypernymy relations from the dataset Shwartz [34]

as the training data, after removing pairs appearing in BLESS to

avoid overfitting. Note that the proposed hypernymy measure in

Eq. (5) is unsupervised because the Shwartz data is only employed

to learn projection matrices. We do not train the hypernymy rela-

tion classifier to make the prediction over BLESS and WBLESS, nor

do we use any BLESS or WBLESS data to learn projection matrices.

5.3.2 Experimental Results. The experimental results are summa-

rized in Table 6. We can see that among all the baselines, Roller

et al. [30] has the highest performance, with the accuracies as 96%

and 87%, respectively. Compared to Roller et al. [30], the MWP

model outperforms the method by 1% and 5% in terms of accuracy.

Although the MWP model is primarily built for supervised hyper-

nymy relation classification, by adding some slight modifications,

it is also is highly effective for predicting the hypernymy relations

in an unsupervised manner.

Note that we only focus on the binary classification of hyper-

nymy relations in this work. In the future, we will extend our work

to the multi-way classification of semantic relations, and evaluate

it over other multi-way classification datasets (e.g., BIBLESS [26]).

6 CROSS-LINGUAL EXPERIMENTS
In this section, we evaluate two cross-lingual models (TMWP and

ITMWP) over two tasks: cross-lingual hypernymy direction classi-

fication and cross-lingual hypernymy detection.

6.1 Datasets and Experimental Settings
We select English as the source language due to its wide usage

and the availability of large training sets. We refer to the sur-

vey [45], and combine the five human-labeled datasets as the under-

lying training set of the source language: BLESS [2], Shwartz [34],

Kotlerman [16], Turney [37] and ENTAILMENT [1]. After remov-

ing of duplicates and multi-word expressions, we create a large

English dataset, consisting of 85,234 word pairs, containing 17,394

hypernymy relations and 67,930 non-hypernymy relations (includ-

ing a mixture of other relations). All the datasets are available

at https://chywang.github.io/data/www2019.zip.

For non-English languages, we utilize the Open Multilingual

Wordnet project [5] to create training and testing sets
7
. We take

seven non-English languages as target languages: French, Chinese,

Japanese, Italian, Thai, Finnish and Greek. Versions of Wordnets are

Wordnet Libre du Français (French), Chinese Open Wordnet, Japan-

ese Wordnet, ItalWordnet (Italian), Thai Wordnet, FinnWordnet

(Finnish) and Greek Wordnet. Hypernymy relations are generated

by randomly sampling hypernymy relations from the Multilingual

Wordnet concept hierarchies. Non-hypernymy relations consist of

a mixture of holonymy, synonymy and randomly matched word

pairs. The statistics of all the seven datasets are summarized in Ta-

ble 5. For seven non-English languages, word embeddings are taken

from pre-trained fastText word embeddings [4]. The cross-lingual

mapping matrices are trained using the original code of Conneau

et al. [8] over multi-lingual Wikipedia corpora with default param-

eter settings. The dimensions of word embeddings of all languages

are set to d = 300.

6.2 Evaluation Protocols
We evaluate the two cross-lingual models (i.e., TMWP and ITMWP)

over two cross-lingual hypernymy prediction tasks. The first is

cross-lingual hypernymy direction classification. Its goal is to pre-

dict the directionality of hypernymy relations for the target lan-

guage given the training sets in English and the target language. We

take hypernymy relations as positive data, and reverse-hypernymy

relations as negative data to train and evaluate our model. The

second task is cross-lingual hypernymy detection. It aims at distin-

guishing hypernymy vs. non-hypernymy relations for the target

language based on both datasets in English and the target language.

In the experiments, we use all the data in English and 20% of the

non-English language datasets for training, 20% for development

and the rest 60% for testing, partitioned randomly. By rotating the

5-fold subsets of the non-English language datasets, we report the

performance of all the models in terms of averaged accuracy.

Because pattern-based methods and a few distributional methods

for hypernymy prediction is highly language dependent, they are

not suitable for cross-lingual hypernymy prediction over arbitrary

languages. Hence, we follow the evaluation protocols that used

in Shwartz et al. [34]. We employ several state-of-the-art distribu-

tional approaches as baselines, introduced as follows:

• Santus et al. [31]: It is an entropy-based hypernymy measure

SLQS that characterizes the semantic generality of terms.

• Kiela et al. [15]: It is a distributional generality measure that

models the hierarchical property of hypernymy relations.

• Weeds et al. [49]: It is a supervised distributional model based

on vector offsets of term pairs.

• Shwartz et al. [34]: It is a neural network architecture for re-

lation classification. Because several non-English languages

7
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Method fr zh ja it th fi el

Task: cross-lingual hypernymy direction classification

Santus et al. [31] 0.65 0.65 0.68 0.61 0.63 0.70 0.62

Weeds et al. [49] 0.76 0.71 0.77 0.76 0.72 0.77 0.70

Kiela et al. [15] 0.67 0.65 0.71 0.68 0.65 0.70 0.62

Shwartz et al. [34] 0.79 0.67 0.71 0.72 0.66 0.75 0.66

TMWP (N) 0.78 0.71 0.75 0.76 0.73 0.76 0.71

TMWP 0.80 0.72 0.76 0.78 0.75 0.78 0.73

ITMWP (N) 0.82 0.72 0.76 0.78 0.75 0.81 0.72

ITMWP 0.81 0.74 0.78 0.81 0.78 0.81 0.75
Task: cross-lingual hypernymy detection

Santus et al. [31] 0.67 0.63 0.67 0.62 0.64 0.62 0.64

Weeds et al. [49] 0.74 0.66 0.68 0.71 0.62 0.68 0.69

Kiela et al. [15] 0.70 0.61 0.65 0.68 0.57 0.61 0.67

Shwartz et al. [34] 0.72 0.66 0.69 0.64 0.66 0.69 0.70

TMWP (N) 0.72 0.67 0.70 0.70 0.68 0.71 0.70

TMWP 0.75 0.71 0.76 0.72 0.69 0.72 0.71

ITMWP (N) 0.72 0.74 0.77 0.74 0.67 0.71 0.72

ITMWP 0.76 0.73 0.78 0.74 0.72 0.73 0.73

Table 7: Performance comparison of two cross-lingual hy-
pernymy prediction tasks in terms of accuracy. TMWP (N)
and ITMWP (N) are stand for TMWP (Non-orthogonal) and
ITMWP (Non-orthogonal).

(e.g., Chinese, Thai) lack high-quality hypernymy patterns.

The path-based sub-networks are not implemented.

• TMWP (Non-orthogonal) and ITMWP (Non-orthogonal):

They are the variants of TMWP and ITMWP without the

orthogonal constraint on projection matrices, respectively.

Apart from the proposed two models and their variants, the re-

maining competing approaches [15, 31, 34, 49] are not designed

for cross-lingual hypernymy prediction. To implement all the base-

lines for the two cross-lingual hypernymy prediction tasks, we

employ Conneau et al. [8] to translate the embeddings of terms in

the source language to those of the target languages. Next, we train

all the baseline models over the English dataset after translating it

to the target language and the training set of the target language.

For simplicity, we set K = 4 and β = 0.5 for TMWP and ITMWP

and their variants in all the cross-lingual experiments.

6.3 Experimental Results
The experimental results of both tasks over all the seven non-

English languages are summarized in Table 7.

From the results, we can draw the following conclusions. i) For

both tasks, ITMWP and TMWP outperform all the previous meth-

ods over all seven non-English languages. Overall, the proposed

models boost the accuracy by 2% ∼ 9% for cross-lingual hypernymy

direction classification, depending on different languages. The per-

formance of our models for cross-lingual hypernymy detection is

similar to that of the direction classification task. ii) By using un-

supervised neural word translation and the orthogonal constraint,

knowledge from the source languages can be employed to improve

the performance of hypernymy prediction of the target language.

iii) The performance of cross-lingual hypernymy direction classifi-

cation is generally higher than cross-lingual hypernymy detection,

indicating the latter task is more challenging.

We further investigate how ITMWP improves the performance.

We fix τ = 0.7 and run our algorithm for 8 iterations over the two
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Figure 4: Performance of ITMWP over two cross-lingual hy-
pernymy prediction tasks.
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Figure 5: Parameter analysis of τ over two cross-lingual hy-
pernymy prediction tasks.

tasks. The results are illustrated in Figure 4. As seen, the accuracy

increases steadily during the first few iterations. The performance

becomes relatively stable because there are no sufficient number of

relations with high confidence that can be added to training sets.

Additionally, we tune the parameter τ in ITMWP and run the

algorithm in 5 iterations. The results are summarized in Table 5.

It shows that the changes of performance trend are similar across

different languages. The value of τ reflects the trade-off between the

number of pairs to be added to the training set and the accuracies

of these pairs. When τ is small, the algorithm tends to add more

pairs to the training set, unavoidably introducing errors to the

training set. In contrast, when τ is large, the effect of training data

augmentation is reduced. We suggest that the algorithm achieves

the best performance when τ is set around 0.7.

7 CONCLUSION AND FUTUREWORK
In this paper, we propose a family of fuzzy orthogonal projection

models for monolingual and cross-lingual hypernymy prediction.

It includes three models: MWP, TMWP and ITMWP. MWP distin-

guishes hypernymy vs. non-hypernymy relations based on distri-

butional fuzzy mappings from embeddings of a term to those of its

hypernyms and non-hypernyms. TMWP and ITMWP are designed

to transfer the semantic knowledge from the source language to tar-

get languages for cross-lingual hypernymy prediction. Experiments

illustrate the effectiveness of our models over both monolingual

and cross-lingual hypernymy prediction. In the future, we plan

to i) extend our method to predict multiple types of semantic re-

lations over multiple languages, and to ii) improve cross-lingual

hypernymy prediction via multi-lingual embeddings.
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