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ABSTRACT

Recently, Large Language Models (LLMs) have achieved amazing zero-shot learning performance over a variety of Natural Language Processing (NLP) tasks, especially for text generative tasks. Yet, the large size of LLMs often leads to the high computational cost of model training and online deployment. In our work, we present ALTER, a system that effectively builds the multi-tTask Learners with mixTure-of-task-adaptERS upon small language models (with <1B parameters) to address multiple NLP tasks simultaneously, capturing the commonalities and differences between tasks, in order to support domain-specific applications. Specifically, in ALTER, we propose the Mixture-of-Task-Adapters (MTA) module as an extension to the transformer architecture for the underlying model to capture the intra-task and inter-task knowledge. A two-stage training method is further proposed to optimize the collaboration between adapters at a small computational cost. Experimental results over a mixture of NLP tasks show that our proposed MTA architecture and the two-stage training method achieve good performance. Based on ALTER, we have also produced MTA-equipped language models for various domains.3

CCS CONCEPTS

• Computing methodologies → Natural language generation.
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1 INTRODUCTION

The rapid emergence of Large Language Models (LLMs) has brought significant changes to the field of Natural Language Processing (NLP). In particular, LLMs (such as ChatGPT2 with 175B parameters) have demonstrated powerful abilities to interact with users and solve various NLP tasks in the zero-shot learning setting, whose performance even approaches or exceeds humans in some tasks [7]. Yet, the impressive performance of LLMs does not cover up their potential drawbacks in two aspects. i) The extremely large parameter size of LLMs leads to unaffordable computational and usage costs, especially when they need to be fine-tuned or deployed privately for specific applications or in resource-constrained environments. ii) The decoder-only architecture makes them difficult to maintain high performance over traditional NLP tasks with a highly limited output space such as text classification.

Based on the observation, we revisit the exploitation of small language models for multi-task learning across a variety of NLP tasks, which are much easier to train and deploy.3 Yet, improving the multi-task solving capacities of such models has been non-trivial due to the highly limited parameter space. Previously, several works have been conducted to improve the multi-task learning abilities of the transformer architecture. To begin with, Mixture-of-Experts (MoE) [4] divides complex tasks into smaller, more manageable sub-problems, each of which is solved by an expert model. Multi-task MoE (MMoE) [8] uses a multi-gating module to generate specific expert weights according to different tasks. Switch Transformers [2] introduces a sparse addition of MoE to solve the problem of large computational efforts. However, the above MoE-based works are mainly proposed to train large language models at scale by adding parallel modules and partitioning the data at the token level. Hence, there is a lack of task-level differentiation for multi-task model adaption. In addition, the collaborative relationships between the internal modules (i.e. experts) for better multi-task learning performance are insufficiently explored.

In our work, we introduce the ALTER system that can effectively extend the multi-task learning capacity of small language models to address multiple NLP tasks simultaneously. In ALTER,
the Mixture-of-Task-Adapters (MTA) architecture is designed as a lightweight extension to the transformer architecture in order to capture the commonalities and differences between tasks. A two-stage training method is further introduced to slightly adjust the collaboration between adapters for multiple tasks at a small computational cost. We conduct a series of experiments over a mixture of NLP tasks and show that our proposed MTA approach achieves good performance with few additional training costs, compared to standard supervised fine-tuning. We further release several domain-specific MTA-equipped language models and showcase their values to support real-world applications.

2 THE ALTER SYSTEM

In this section, we first introduce our system pipeline. After that, we describe the structure of our MTA architecture and how to learn the parameters of MTA on a multi-task dataset. Specifically, the model is trained in two stages, with the parameters of the whole model fine-tuned in the first stage. In the second stage, we add the shared adapter module to improve the model performance by training only the parameters of the MTA module with other parameters frozen.

The system pipeline is shown in Figure 2. Given a collection of datasets of any arbitrary domain (possibly including text classification, language inference, generation, etc.), we regularize all datasets by reformattting the data and adding corresponding prompts, thus obtaining a multitasking dataset that is uniformly formatted. The data are trained in one stage with parallel adapters and weight learning to minimize the interference of different tasks, and then parameter freezing, introduction of shared adapters and gate[8] networks to further improve the collaboration between different tasks. We will subsequently elaborate on the details.

2.1 First-Stage Training for Obtaining Task-to-Adapter Correspondence

In the first stage of training, our main goal is to learn the correspondence between the adapters and tasks. We abandon the token-level input format in MoE[2] and instead favor the sentence-level input, the entire sentence is taken as a whole and is not broken down into individual tokens to be entered into a module. In our work, we propose the MTA (Mixture-of-Task-Adapters) architecture, which can be seen as parallel adapter blocks. As shown in Figure 1, in the first stage, the MTA module mainly consists of Parallel Adapters and Task Weights Selector.

To establish a correspondence between tasks and adapters, with each adapter being dedicated to a specific type of task, we introduce a bias to the initialization of the weights in the Task Weight Selectors. This ensures that the model is capable of enabling task-to-adapter correspondence. Using Softmax-T amplifies the effect of the bias and enhances the model’s adaptation capability. For example, the weights of the type of task-adapter can be initialized as follows:

\[
W_i = \left[ \frac{1}{N}, \frac{1}{N}, \frac{1+\lambda}{N}, \ldots, \frac{1}{N} \right]
\]

where \( N \) denotes the number of parallel adapters, \( \frac{1+\lambda}{N} \) refers to the third gating value, guiding the third adapter to pay more attention to the \( i \)-th type of task. Note that during model training, these weights are also learnable, making our mechanism self-adaptive.

The MTA module during the first phase of training has the following formula:

\[
A(x) = Concat(A_1(x), \ldots, A_N(x))
\]

\[
MTA_{out1} = \text{softmax} \left( \frac{W}{T} \right) \cdot A(x)
\]

where \( A_i(x) \) is the output of the \( i \)-th adapter network w.r.t. the input \( x \). \( W \) denotes the manually initialized matrix of gates for all the types of tasks. \( T \) is the sharpening coefficient. By introducing the gate values, we guide each adapter to make major contributions to one type of tasks only. This approach enables us to retain the specific characteristics of individual tasks. Take our experimental multi-task datasets as an example. The self-adaptive weights learned during the first stage are shown in Figure 3. In addition, we insert a special token “[START]” to each input sample, aiming to capture the semantics of the whole input sequence.

2.2 Second-Stage Training for Adjustment of Collaboration Relationships

After completing the first stage of training, we inherit all the weights from the first stage. To further adjust the collaborative relationship between adapters, we introduce additional shared adapters and a gate network, while freezing all training parameters except for the MTA module. The gate network is used to generate adaptive weights, aiming to obtain collaborative relationships among various adapters for different tasks by capturing the “[START]” information in the hidden layer. The formula for the gate network is as follows:

\[
A^*(x) = \text{concat} \left( \sum_{i=1}^{K} A_i(x) \cdot W_i, S(x) \right)
\]

\[
W^* = G(\text{concat}(S(x)_{[START]}, A^*(x)_{[START]}))
\]

\[
MTA_{out2} = A^*(x) \cdot W^*
\]

where \( A^*(x) \) denotes the combined representations of shared and top-K adapter modules. \( S(x) \) is the output of the shared adapters. \( G \) denotes a gate network with linear layers and activation functions.

Relying only on the first stage parallel adapters leads to direct interactions between tasks and makes it difficult to achieve a better state of collaboration. In the second stage, the top-k selection can eliminate direct interference between different tasks. To compensate for the collaborative effect of synchronous deletion without reintroducing direct interference, a shared adapter structure is added as a transition module for information interaction to moderate the direct interference between tasks.

3 EXPERIMENTAL EVALUATION

In this section, we evaluate the effectiveness of our proposed approach over public datasets.

3.1 Datasets and Experimental Settings

We employ three common types of NLP tasks (text classification, natural language inference task, and question answering) to construct multi-task datasets. The datasets include:

- Text classification: CR [3], MR [9], SST-2 [13] and TREC [14];
- Natural language inference: SNLI [1];
- Question answering (text generation): SQuAD [12].
Following the work of T5 [11], we add appropriate prompts for all the tasks to convert them into a uniform input format. For classification and inference tasks, we match the model outputs with the ground-truth and report the prediction accuracy. For generation, we constructed the data in such a way as to generate questions based on the answers, we report the Rouge-L score [6], measuring the similarity between generated and reference texts. In the implementation, we load the pre-trained weights from T5-base, with 24 transformer layers. Baseline models include the base versions of BART [5], GPT-2 [10] and Switch Transformer [2]. The performance of ChatGPT is also reported for reference. For our method, we also conduct comparative experiments on T5-large.

### 3.2 General Experimental Results

In the first set of experiments, we mix multiple tasks into a test set, and then obtain four scores via a unified scoring criterion. Several points can be observed from Table 1. Firstly, our model achieves higher overall results than other models, demonstrating the effectiveness of our proposed method. Secondly, when compared to the token-level processing method of Switch Transformer, our sentence-level approach to task processing exhibits a significant improvement.

![Figure 1: The replacement of the FFN (Feed Forward Network) module in a specific transformer layer with the MTA (Mixture-of-Task-Adapters) module, the structure of the adapter mirrors the FFN structure.](image1)

![Figure 2: The system pipeline of ALTER.](image2)

![Figure 3: Visualization of adaptive weights obtained after first-stage training reveals that weights are strongly correlated with the type of task.](image3)

<table>
<thead>
<tr>
<th>Method</th>
<th>Classification</th>
<th>NLI</th>
<th>QA</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChatGPT</td>
<td>35.88</td>
<td>43.90</td>
<td>72.15</td>
<td>50.70</td>
</tr>
<tr>
<td>BART</td>
<td>88.23</td>
<td>78.00</td>
<td>72.92</td>
<td>79.72</td>
</tr>
<tr>
<td>GPT-2</td>
<td>91.58</td>
<td>79.63</td>
<td>71.88</td>
<td>81.03</td>
</tr>
<tr>
<td>Switch Trans.</td>
<td>91.10</td>
<td>82.85</td>
<td>62.70</td>
<td>78.88</td>
</tr>
<tr>
<td>T5-Base</td>
<td>92.47</td>
<td>84.78</td>
<td>80.00</td>
<td>85.75</td>
</tr>
<tr>
<td>Ours-Base</td>
<td>93.26</td>
<td>86.34</td>
<td>81.28</td>
<td>86.96</td>
</tr>
<tr>
<td>T5-Large</td>
<td>93.81</td>
<td>88.54</td>
<td>77.82</td>
<td>86.72</td>
</tr>
<tr>
<td>Ours-Large</td>
<td>94.01</td>
<td>88.71</td>
<td>82.70</td>
<td>88.47</td>
</tr>
</tbody>
</table>

Table 1: Overall evaluation results. ChatGPT is evaluated under the zero-shot learning setting and is for reference only. NLI and QA are short for natural language inference and question answering, respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Score (T5-base)</th>
<th>Score (T5-large)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full implement.</td>
<td>86.96</td>
<td>88.47</td>
</tr>
<tr>
<td>Vanilla fine-tuning</td>
<td>85.75</td>
<td>86.72</td>
</tr>
<tr>
<td>w/o. second-stage</td>
<td>86.58</td>
<td>87.81</td>
</tr>
<tr>
<td>w/o. parameter freeze</td>
<td>86.60</td>
<td>87.40</td>
</tr>
</tbody>
</table>

Table 2: Ablation results of two-stage training with different strategies on T5-base and T5-large models.
My husband is 50 years old this year. He has been drinking for a long time and taking a lot of medicines, which makes his stomach very fragile. He often suffers from stomach pains. How should he treat it?

We propose ALTER, a system that effectively builds the multi-tA (MTA) are introduced to help models learn task differences and commonalities to improve model performance on multi-task datasets. We demonstrate that our proposed method can achieve performance comparable to that of large models. In the proposed MTA module, we introduce a two-stage training method that incorporates prior knowledge to obtain basic collaborative model parameters for specific adapters corresponding to specific tasks in the first stage, and further improves model performance by coordinating collaboration among adapters in the second stage. We further demonstrate how to apply our technique for domain-specific applications.
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