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Abstract
Building on recent breakthroughs in diffusion-based text-to-image
synthesis (TIS), training-free text-guided image editing (TIE) has
emerged as an indispensable aspect of modern image editing prac-
tices. This technique involves the modification of features within
attention layers to alter objects or their attributes within images
during the generation process. Despite its utility, current image edit-
ing algorithms face challenges, particularly when editing multiple
objects in an image. In this paper, we introduce VICTORIA, a novel
approach that augments TIE by incorporating linguistic knowledge
into the manipulation of attention maps during image generation.
VICTORIA capitalizes on mechanisms within self-attention layers
to ensure spatial consistency between source and target images.
Further, we design a novel loss function that refines cross-attention
maps, ensuring their alignment with linguistic constraints, thereby
enhancing the editing precision of multiple target objects. We also
present a linguistic mask blending technique that aids in the re-
tention of information in regions not subjected to modification.
Experimental results across seven diverse datasets show that VIC-
TORIA achieves significant improvements over state-of-the-art
methods. Our work underscores the critical role and effectiveness
of linguistic analysis in elevating the performance of TIE, with a
specific emphasis on multi-object scenarios. 1

CCS Concepts
• Computing methodologies→ Image processing.

∗Contribution during internship at Alibaba Group
†Co-corresponding authors.
1The code is available at https://github.com/alibaba/EasyNLP/tree/master/diffusion/
VICTORIA.
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1 Introduction
Text-to-Image Synthesis (TIS) has emerged as a groundbreaking
field at the intersection of computer vision and natural language
processing (NLP), offering the capability to generate visually com-
pelling images from textual descriptions. Pioneering models such
as Stable Diffusion [28], DALL-E 2 [26], Imagen [30], and the more
recent DALL-E 3 [21], have demonstrated an exceptional ability
to produce artistically coherent images. This development has at-
tracted significant attention and research interest from both the
academic community and industry [21, 35].

Training-free text-guided image editing (TIE) has emerged as
a significant research area, avoiding the necessity for extensive
training on large datasets. Instead, this approach harnesses pre-
trained Text-to-Image Synthesis (TIS) models or algorithms to edit
images directly using textual prompts. Current training-free TIE
techniques [1, 2, 5, 10, 16–18, 23, 33] excel in tasks such as im-
age translation, style transformation, and modification of visual
attributes, all the while preserving the structural and composi-
tional integrity of the source images. Notably, Prompt-to-Prompt
(P2P) [10] skillfully modifies specific regions of an image by sub-
stituting the cross-attention maps (CAMs) corresponding to the
target edit words within the source prompt. Furthermore, Instruct-
Pix2Pix [1] refines an instruction-based model by creating an image
translation training dataset using P2P-generated images.

Despite their advancements, current TIE algorithms are not with-
out limitations. As illustrated in Figure 1, the prevalent TIE methods
encounter challenges when editing multiple objects within an im-
age. The complexity of multi-object editing amplifies issues such as
object loss (e.g., a missing apple), absence of object attributes (like
spots), and incomplete representations of the background. Building
on the analyses of earlier works [4, 5, 15, 18, 34], these deficiencies
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Figure 1: Examples of TIE results. Compared to previous
methods such as Pix2pixzero [23], Masactrl [2], PnP [33],
P2P [10], our method successfully corrects the editing errors
of object loss, attribute absence, and incomplete backgrounds
while preserving the spatial structure of the original image.

in editing accuracy are predominantly due to the imprecision of
CAMs in representing multiple objects.

In this paper, we introduce VICTORIA2, a novel approach that
enhances training-free TIE by leveraging linguistic knowledge to
address the issue of lost editing targets, such as objects, attributes,
and backgrounds, especially in multi-target image editing scenarios.
VICTORIA improves upon diffusion-based TIE by manipulating
intermediate representations within attention layers to generate
images, while taking linguistic insights into account. Rather than re-
placing CAMs, ourmethod utilizes keys and queries in self-attention
layers of the source image. This approach maintains spatial consis-
tency between the source image and the edited target image. While
this technique successfully achieves spatial consistency, address-
ing the inaccuracy of CAMs during image generation remains a
challenge. To tackle this, VICTORIA carries out a syntactic analysis
of the target editing text to discern word relationships. Utilizing
these syntactic relations, we can guide the refinement of CAMs in
the diffusion model, thereby improving the accuracy of edits across
multiple targets without modifying the underlying TIS model. In
the experiments, VICTORIA demonstrates superior performance,
aligning edits more precisely on both new and established public
benchmark datasets.

In summary, the contributions of our paper are as follows:
• We have developed a novel TIE algorithm that incorporates
linguistics-based tracking. This algorithm is designed to be
training-free, offering a plug-and-play solution that is com-
patible with current popular TIE methodologies.

2VICTORIA stands for attentiVe lInguistiC Tracking fOr tRaining-free text-guIded
imAge editing. Source code and datasets will be made available upon paper acceptance.

• For TIE tasks involving multiple objects, we leverage lin-
guistic analysis to enhance the editing of individual objects,
thereby improving the capability for multi-object editing.
We also fill the gap in TIE by crafting a dataset specifically
for multi-object editing tasks.
• VICTORIA achieves the state-of-the-art (SOTA) performance
across seven TIE benchmark datasets, underscoring the piv-
otal role and potency of linguistic analysis in enhancing the
capabilities of TIE.

2 Related Works
2.1 Diffusion-based TIS Models
In recent years, significant advancements have been achieved in
text-driven image processing with Generative Adversarial Net-
works (GANs) [9, 14, 24] and vision-language models such as CLIP
model [25]. While GANs have exhibited proficiency in handling
in-domain data, they struggle with larger and more diverse datasets.
Diffusion-based models like DALL-E 2 [26], Imagen [30], and Stable
Diffusion [28] have been instrumental in propelling TIS forward by
demonstrating exceptional prowess in synthesizing high-fidelity im-
ages. Despite their success, these models do not inherently possess
TIE capabilities for the images they generate. Our work explores
training-free TIE algorithms that build upon diffusion-based TIS
models, thereby extending their editing functionality.

2.2 Text-guided Image Editing
TIE is a crucial task involving modifying an input image with re-
quirements expressed by texts. In the literature, TIE approaches
can be summarized into two categories: training-free and training-
based. Training-free methods [2, 5, 10, 17, 18, 22, 23, 33] are de-
signed to manipulate image generation during the denoising pro-
cess. For instance, SDEdit [17] innovatively adds noise to a selected
guide image to serve as the initial noise, yielding notable results.
P2P [10] alters cross-attention maps to control the relationship
between an image’s spatial layout. Training-based methods craft
new, ideal images by tweaking the model with domain-specific
insights [7, 12, 15, 29] or by integrating supplementary guidance
data [1, 19, 35]. Specifically, ControlNet [35] and T2I-Adapter [19]
allow users to navigate the direction of image generation using
input images by altering additional network modules. However,
current TIE methods, either training-free or training-based, need
more analysis of the relationships in CAMs. Our paper investigates
the roles of entities and their modifiers of prompts in TIE through
syntactic analysis.

3 VICTORIA: Proposed Approach
Given an image, which can be a synthesis image generated from
prompts or a real image, our objective is to guide the diffusion
model to perform multi-object, multi-attribute editing based on the
prompt. Our goal is to ensure that the edited image preserves the
spatial structure of the source image while conforming to the target
text description. In this task, maintaining spatial consistency be-
tween images is fundamental. Inspired by prior work [2, 10, 16, 33],
we accomplish this through control over the self-attention mech-
anism. Additionally, two other aspects require careful attention
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Figure 2: An overview of the VICTORIA framework: VICTORIA includes three key components: input text prompt processing,
output region restriction, and enhancement. We use dependency parsing to extract modifier-head relations from the input
text. Self-Attention layers preserve the structural integrity of source images. LBE protects unchanged regions and enriches
generative outcomes in focal areas.

to guarantee accurate image editing. First, unlike preceding meth-
ods [2, 10, 16, 33] that depend on the diffusion model’s inherent
cross-attention layer, our approach actively intervenes in the CAM
generation process during the creation of the target edited image.
This ensures a precise alignment between input text and target im-
age at the cross-attention level. Second, it is crucial to preserve the
regions of the image that do not require editing, which is achieved
through modified masks informed by the cross-attention.

An overview of VICTORIA is depicted in Figure 2, which illus-
trates how VICTORIA is stratified into three distinct parts: input
processing, output region restriction, and enhancement. Here, the
“Self-Attention Control” module is dedicated to preserving the struc-
tural integrity of source images. The “Linguistic Linking Enhance-
ment” part enriches the generative outcomes in the focal editing
areas, making it particularly adept for multi-object editing scenar-
ios. Lastly, the “Linguistic Mask Blending” component is designed
to safeguard the information in regions that remain unaltered.

3.1 Self-Attention Control
A primary challenge in TIE is preserving the spatial layout between
the source and target images. Contemporary editing methods, such
as P2P [10], typically involve the replacement of CAMs during the
generation process. However, as identified in previous research [16],

replacing CAMs may inadvertently transfer an excess of informa-
tion from the source image, potentially leading to undesirable out-
comes. Moreover, P2P relies on textual consistency between source
and target prompts, thus complicating its direct use for editing
images that lack text prompts.

Figure 3 illustrates the impact of replacing CAMs and SAMs on
TIE, where a car edited using CAMs exhibits loss of structure and
color fidelity. While editing with both CAMs and SAMs improves
structural reconstruction, it falls short in the accurate translation
of color. Conversely, selectively replacing SAMs at a low ratio
produces images that align more closely with the target prompt.
Additionally, Figure 4 presents the editing outcomes across different
self-attention layers. The findings show that replacements across all
layers result in a target image that mirrors the source. In contrast,
limiting modifications to the middle layers significantly alters the
spatial structure of the target image.

Based on the above observations, we extract queries (𝑄𝑠𝑟𝑐 ) and
keys (𝐾𝑠𝑟𝑐 ) from self-attention layers, setting us apart from previous
image editing methods [2, 10, 16, 33]. The process is formulated as
follows:

𝑀𝑑𝑠𝑡 = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (
𝑄𝑠𝑟𝑐 · 𝐾𝑠𝑟𝑐𝑇√

𝑑
) (1)
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where𝑀𝑑𝑠𝑡 is the SAM of the target image during the editing pro-
cess, 𝑑 is the dimension of keys and queries. The final output is
conceptualized as a composite feature, which synergistically blends
the structural characteristics of the source image with the feature
attributes of the target image, denoted as: 𝑓 = 𝑀𝑑𝑠𝑡 · 𝑉𝑑𝑠𝑡 where
𝑉𝑑𝑠𝑡 refers to the self-attention values of the target image. These
elements are seamlessly integrated into the corresponding self-
attention layers for generating the target image. Compared with
directly substituting SAMs of fixed layers, the advantage of our
method is that it can accommodate popular acceleration algorithms
such as flash-attention [6], which do not explicitly compute atten-
tion maps.
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3.2 Linguistic Linking Enhancement
After ensuring the spatial consistency between source and target
images, it is important to also ensure the consistency between the
target image and the text description (i.e., prompt). However, in
contrast to previous methods ([2, 10, 16, 33]), which solely entrusted
the task of integrating the text to the diffusionmodel’s built-in cross-
attention layer, the inaccuracies introduced by the diffusion model’s
cross-attention layer may lead to the failure of integrating text and
image, especially in the case of multi-object, multi-attribute editing
(as shown in the introduction). To address these challenges, we
introduce the Linguistic Linking Enhancement (LLE) technique
aimed at improving TIE in such demanding scenarios by refining
the editing process. The core concept involves a subtle optimization
of the target CAMs during the editing process, rather than adjusting
the parameters of the TIS model itself. This step is highly efficient

and is executed during model inference, thereby maintaining our
approach as training-free.

We first extract modifier-head relations from the input prompt by
dependency parsing [11]. We define 𝑆 as the collection of modifier-
head pairs from the parsing result. The LLE technique is applied to
all CAMs with respect to 𝑆 . Furthermore, we denote by 𝑑 (𝑀𝑚, 𝑀𝑛)
a distance measure between the CAMs𝑀𝑚 and𝑀𝑛 corresponding
to the modifier-head pair (𝑠𝑚, 𝑠𝑛) ∈ 𝑆 , where 𝑠𝑚 and 𝑠𝑛 represent
the modifier and the headword, respectively. For instance, consid-
ering the prompt “a pink glossy apple and a spotted jug”, the set 𝑆
contains three pairs: 1) 𝑠𝑚 = “pink” and 𝑠𝑛 = “apple”, 2) 𝑠𝑚 = “glossy”
and 𝑠𝑛 = “apple”, and 3) 𝑠𝑚 = “spotted” and 𝑠𝑛 = “jug”.

In LLE, we initially construct a positive loss to minimize the
CAM distance between modifiers and headwords, defined as:

L𝑝𝑜𝑠 (𝑀, 𝑆) =
∑︁

(𝑠𝑚,𝑠𝑛 ) ∈𝑆
𝑑 (𝑀𝑚, 𝑀𝑛) (2)

For instance, this mechanism encourages the CAMs with respect
to “pink” and “apple” to be brought closer. Additionally, we design
a loss function that quantifies the disparity between the words in 𝑆
and the rest of the words present in the target prompt, promoting
the dissociation of word pairs that are not syntactically connected.
Let 𝑈 represent the collection of words in the target prompt not
included in 𝑆 , and 𝑀𝑢 denotes the CAM corresponding to an un-
related word 𝑢 ∈ 𝑈 (e.g., “a”, “and”). The negative loss is hence
defined as follows:

L𝑛𝑒𝑔 = −
∑︁

(𝑠𝑚,𝑠𝑛 ) ∈𝑆

∑︁
𝑢∈𝑈

𝑑 (𝑀𝑚, 𝑀𝑢 ) + 𝑑 (𝑀𝑢 , 𝑀𝑛) (3)

In this context, we employ the symmetric Kullback–Leibler (KL) di-
vergence as the distance measure to evaluate the proximity between
two normalized CAMs.

Furthermore, to encourage the CAMs of entity words (e.g., “ap-
ple”, “jug”) in modifier-head pairs to have a high activation value,
thereby focusing the attention map more precisely on the corre-
sponding object region, we define the attention loss as follows:

L𝑒𝑛𝑡 = max
𝑛∈𝑁
L𝑛 where L𝑛 = 1 −max (𝑀𝑛) . (4)

The overall loss function for our LLE task is then given by:

L𝐿𝐿𝐸 = L𝑝𝑜𝑠 + L𝑛𝑒𝑔 + L𝑒𝑛𝑡 . (5)

Our optimization strategy draws parallels with the approach in [27],
where the loss is predicated on pairs of all linguistically-related
words for the task of image generation. In contrast, LLE focuses
specifically on edited words and their linguistically-associated coun-
terparts within the target prompt. It also aims to enhance the speci-
ficity of CAMs related to objects, particularly tailored for TIE.

3.3 Linguistic Mask Blending
The final aspect of our framework addresses the preservation of
non-editing areas. To combat contamination in non-target regions
during the denoising process, we have adopted a strategy that exerts
control over the background using masks, inspired by DAAM [32].
Our method dynamically generates editing masks by capitalizing
on CAMs during the generation process of the target image.

We denote 𝑆𝑤 as the set including the editing word𝑤 , as well as
its associated modifiers and headword. Taking the prompt “a photo
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of a colorful ruffed grouse” as an example, 𝑆𝑤 with respect to the
editing word “colorful” encompasses not only “colorful” itself but
also “ruffed” and “grouse”. We let𝑊 represent the set of all editing
words and define 𝑆𝑊 =

⋃
𝑤∈𝑊 𝑆𝑤 to represent the aggregation of

words that are semantically tied to any word in𝑊 . Moreover, we
represent each CAM associated with a term 𝑠𝑖 ∈ 𝑆𝑊 as 𝑀𝑖 . The
linguistic blending mask is generated as follows:

𝑀𝑎𝑠𝑘 = 𝜏 ·
( |𝑆𝑊 |⋃
𝑖=1

𝑀𝑖

)
(6)

where 𝜏 is a threshold empirically chosen from the set {0.3, 0.4, 0.5}.
Let 𝑧src and 𝑧dst be the latent codes of the source and target

images, respectively, during the diffusion denoising process. The
resultant latent codes for the generated image (denoted as 𝑧dst∗)
can be determined by the following equation:

𝑧dst
∗ = (1 −𝑀𝑎𝑠𝑘) · 𝑧src +𝑀𝑎𝑠𝑘 · 𝑧dst (7)

This equation facilitates a balanced blending of the source and
target images, taking into account linguistic knowledge. For a visual
representation of this blending process, readers are directed to
Figure 5 for a simple example.

a photo of a black ruffed grouse a photo of a colorful ruffed grouse

Source image P2P Ours

a colorful ruffed grouse!!!

!!!
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Figure 5: An example of Linguistic Mask Blending.

3.4 Summary of VICTORIA
We summarize the VICTORIA algorithm in the form of pseudo-
codes. Let 𝐷𝑀 (𝑧𝑡 , 𝑃, 𝑡) be the computation of step 𝑡 of the diffu-
sion process, which outputs the latent code 𝑧𝑡−1, 𝑄𝑠𝑟𝑐 , 𝐾𝑠𝑟𝑐 (from
self-attention layers) and the CAM 𝑀𝑐𝑟𝑜𝑠𝑠 (from cross-attention
layers, omitted if not used). We denote by 𝐷𝑀 (∗) the diffusion step
where we override 𝑄𝑑𝑠𝑡 , 𝐾𝑑𝑠𝑡 with additional given 𝑄𝑠𝑟𝑐 , 𝐾𝑠𝑟𝑐 , but
keep the values 𝑉 from the editing image. Formally, Algorithm 1 is
tailored for editing synthetic images. Algorithm 2 is adept at man-
aging scenarios encompassing real-world images without source
prompts, skillfully transmuting source images into latent noise

representations via DDIM-inversion [31]. This conversion process
through DDIM-inversion effectively transforms real images into la-
tent noises, which then act as initial latent codes for source images.

Algorithm 1 VICTORIA (Synthetic Image)
Input: 𝑃𝑠𝑟𝑐 : source prompt; 𝑃𝑑𝑠𝑡 : target prompt;𝑊 : editing words; 𝑇 :

number of steps;
Output: 𝐼𝑠𝑟𝑐 : source image; 𝐼𝑑𝑠𝑡 : edited image;
1: 𝑧𝑇 ,𝑠𝑟𝑐 ∼ N(0, 1) ; # Gaussian noise
2: 𝑧𝑇 ,𝑑𝑠𝑡 ← 𝑧𝑇 ,𝑠𝑟𝑐 ;
3: 𝑆 ← 𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑦𝑃𝑎𝑟𝑠𝑖𝑛𝑔 (𝑃𝑑𝑠𝑡 ,𝑊 ) ;
4: for 𝑡 = 𝑇,𝑇 − 1, ..., 1 do
5: 𝑧𝑡,𝑑𝑠𝑡 ← update 𝑧𝑡,𝑑𝑠𝑡 by 𝐿𝐿𝐿𝐸 ;
6: 𝑧𝑡−1,𝑠𝑟𝑐 ,𝑄𝑠𝑟𝑐 , 𝐾𝑠𝑟𝑐 ←𝐷𝑀 (𝑧𝑡,𝑠𝑟𝑐 , 𝑃𝑠𝑟𝑐 , 𝑡 ) ;
7: 𝑧𝑡−1,𝑑𝑠𝑡 , 𝑀 ←𝐷𝑀 (𝑧𝑡,𝑑𝑠𝑡 , 𝑃𝑑𝑠𝑡 , 𝑡 ) {𝑄𝑑𝑠𝑡 , 𝐾𝑑𝑠𝑡 =𝑄𝑠𝑟𝑐 , 𝐾𝑠𝑟𝑐 };
8: if 𝐵𝑙𝑒𝑛𝑑𝑖𝑛𝑔 then
9: 𝑀𝑎𝑠𝑘 ← 𝐸𝑞.(6) (𝑆,𝑀 ) ;
10: 𝑧∗

𝑡−1,𝑑𝑠𝑡 ← update 𝑧𝑡−1,𝑑𝑠𝑡 by 𝐸𝑞.(7) ;
11: end if
12: end for
13: (𝐼𝑠𝑟𝑐 , 𝐼𝑑𝑠𝑡 ) ←VAE(𝑧0,𝑠𝑟𝑐 , 𝑧∗0,𝑑𝑠𝑡 ) ;
14: Return (𝐼𝑠𝑟𝑐 , 𝐼𝑑𝑠𝑡 ) .

Algorithm 2 VICTORIA (Real Image)
Input: 𝑃𝑑𝑠𝑡 : a target prompt; 𝐼𝑠𝑟𝑐 : real image;𝑊 : editing words;
Output: 𝐼𝑟𝑒𝑠 : reconstructed image; 𝐼𝑑𝑠𝑡 : edited image;
1: {𝑧𝑡,𝑠𝑟𝑐 }𝑇𝑡=0 ← 𝐷𝐷𝐼𝑀 − 𝑖𝑛𝑣 (𝐼𝑠𝑟𝑐 ) ;
2: 𝑧𝑇 ,𝑑𝑠𝑡 ← 𝑧𝑇 ,𝑠𝑟𝑐 ;
3: 𝑆 ← 𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑦𝑃𝑎𝑟𝑠𝑖𝑛𝑔 (𝑃𝑑𝑠𝑡 ,𝑊 ) ;
4: for 𝑡 = 𝑇,𝑇 − 1, ..., 1 do
5: 𝑧𝑡,𝑑𝑠𝑡 ← update 𝑧𝑡,𝑑𝑠𝑡 by 𝐿𝐿𝐿𝐸 ;
6: 𝑧𝑡−1,𝑠𝑟𝑐 ,𝑄𝑠𝑟𝑐 , 𝐾𝑠𝑟𝑐 ←𝐷𝑀 (𝑧𝑡,𝑠𝑟𝑐 , 𝑡 ) ;
7: 𝑧𝑡−1,𝑑𝑠𝑡 , 𝑀 ←𝐷𝑀 (𝑧𝑡,𝑑𝑠𝑡 , 𝑃𝑑𝑠𝑡 , 𝑡 ) {𝑄𝑑𝑠𝑡 , 𝐾𝑑𝑠𝑡 =𝑄𝑠𝑟𝑐 , 𝐾𝑠𝑟𝑐 };
8: if 𝐵𝑙𝑒𝑛𝑑𝑖𝑛𝑔 then
9: 𝑀𝑎𝑠𝑘 ← 𝐸𝑞.(6) (𝑆,𝑀 ) ;
10: 𝑧∗

𝑡−1,𝑑𝑠𝑡 ← update 𝑧𝑡−1,𝑑𝑠𝑡 by 𝐸𝑞.(7) ;
11: end if
12: end for
13: (𝐼𝑟𝑒𝑠 , 𝐼𝑑𝑠𝑡 ) ←VAE(𝑧0,𝑠𝑟𝑐 , 𝑧∗0,𝑑𝑠𝑡 ) ;
14: Return (𝐼𝑟𝑒𝑠 , 𝐼𝑑𝑠𝑡 ) .

4 Experiments
4.1 Datasets and Experimental Settings
Considering the scarcity of public datasets for verifying the ef-
fectiveness of Text-Image Editing (TIE) algorithms in scenarios
involving editing of multiple objects, we developed two types of
evaluation datasets for assessing our approach in both synthetic
and real-image scenarios, which will be released in public. The first,
a synthetic image dataset named DVMP-edit-fake3, was specifically
crafted to test the handling of editing adjectives and objects. It
consists of 200 prompt pairs. For real-image scenarios, we intro-
duced the DVMP-edit-real dataset, which comprises 808 image-
prompt pairs. Moreover, for additional validation, we leveraged
3The DVMP-edit-fake dataset is a variant of the Diverse Visual Modifier Prompts
(DVMP) dataset [27].
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Source image Ours P2P PnP SDEdit 0.5 SDEdit 0.75 InstructPix2PixDiffEidtMasaCtrl pix2pixzero

“a brown 
baby tiger
and a ripe 

strawberry“

“a black cat
and a white

dog“

“a astronaut
rides a zebra 
in the desert“

“a purple ripe 
strawberry 

and a glossy 
lemon“

Figure 6: Comparison to prior works. Left to right: source image, target prompt, our result, P2P [10], PnP [33], MasaCtrl [2],
SDEdit [17] w/ two noising levels, DiffEdit [5], pix2pixzero [23] and InstructPix2Pix [1]. Only InstructPix2Pix is the training-
based method.

several publicly available image editing datasets created by in prior
research [13, 16, 33], including PIE-Benchmark [13], Car-color-
real [16], Car-color-fake [16], ImageNet-R-TI2I [33], and Wild-TI2I-
real [33]. Human evaluation, CLIP Score (CS), and Directional CLIP
Similarity (CDS) [8, 25] are utilized to quantitatively analyze and
compare our method against prevalent text-guided image editing
(TIE) algorithms. The underlying TIS model employed in our ex-
periments is the Stable Diffusion 1.54. We generated experimental
results for baselines using publicly available code from their original
papers, ensuring consistency with unified random seeds.

4.2 Image Editing Results
Figure 7 demonstrates the remarkable editing capabilities of our
method across a range of scenarios. Our technique skillfully han-
dles single attribute modifications, adeptly manages changes to
attributes and backgrounds within generated scenes, and accurately
replaces target entities. It also enables subtle shifts in visual style.
Crucially, when confronted with complex editing tasks that involve
multiple entities, our approach seamlessly executes simultaneous
transformations on numerous entities and their attributes. More-
over, our method’s independence from prompt alignment offers
users the flexibility to precisely refine target images. This can be
achieved through advanced prompt engineering techniques, includ-
ing the utilization of prompt optimization tools [3, 20].

4.3 General Comparison
In this section, we first compare our method with SOTA meth-
ods [1, 2, 5, 10, 17, 23, 33] over DVMP-edit-real, DVMP-edit-fake
datasets and PIE-Benchmark. Experimental results are presented
in Figure 6 and Table 1. As shown in Figure 6, our method suc-
cessfully converts real and synthetic images to target ones. In all
examples, our method achieves high-fidelity editing that aligns
with target prompts while preserving the structural information of
source images to the maximum extent possible. Quantitative results

4https://huggingface.co/runwayml/stable-diffusion-v1-5

Methods DVMP-edit-real DVMP-edit-fake PIE-Benchmark
CS ↑ CDS ↑ CS ↑ CDS ↑ CS ↑ CDS ↑

DiffEdit 26.92 0.0999 - - - -
SDEdit 28.54 0.1387 - - 28.52 0.0946
Pix2pixzero 26.75 0.2073 25.27 0.0991 28.56 0.1068
P2P 27.88 0.1479 25.56 0.2363 27.87 0.1440
PnP 28.05 0.1698 25.29 0.2605 28.21 0.1226
Masactrl 29.26 0.2034 23.59 0.0755 29.15 0.1452
Ours 28.95 0.2087 26.64 0.2784 28.59 0.1703

Table 1: Quantitative experimental results over DVMP-edit-
real, DVMP-edit-fake datasets and PIE-Benchmark. CS: Clip
score [25] and CDS: Clip Directional Similarity [8, 25].

are presented in Table 1. From Table 1, our method outperforms
all others in terms of CDS, indicating that our method excels in
preserving the spatial structure and performing editing according
to the requirements of target prompts, yielding superior results.

We further carry out human evaluations over the Wild-TI2I-
real and ImageNet-R-TI2I datasets. In detail, from a pool of 228
examples, we invite a group of participants to choose what they
consider the best TIE results by assessing source images alongside
the target prompts provided. The findings are depicted in Figure 8,
illustrating the percentage of images the participants favor most.
The figure showcases a comparison of user preferences for Ours and
two strong baselines (i.e., P2P and MasaCtrl), as well as instances
where the performance of the three methods appears to be on par.
The result shows the superiority of our approach, with the highest
rate at 43.64%.

4.4 Ablation Studies
Linguistic Linking Enhancement. On DVMP-edit-real, we con-
ducted ablation studies by incorporating different optimization
losses proposed in Linguistic Linking Enhancement (LLE) under
self-attention control , with results detailed in Table 2 and Figure 9.
Table 2 reveals that different optimization losses can improve the
text-image consistency of edits while preserving spatial coherence,
but with 𝐿𝐿𝐿𝐸 performs the best. Figure 9(a) demonstrates that
when only using self-attention control (Self-Ctrl) for image editing,
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Figure 7: Image editing results of VICTORIA using the current popular Text-to-Image Synthesis Model.

Figure 8: Human evaluation results over Wild-TI2I-real and
ImageNet-R-TI2I.

both 𝐿𝑒𝑛𝑡 and {𝐿𝑝𝑜𝑠 , 𝐿𝑛𝑒𝑔} optimization result in missing object
attributes or semantic misalignment. However, when using 𝐿𝐿𝐿𝐸
loss, these errors are corrected. For example, in Figure 9(a), 𝐿𝐿𝐿𝐸
corrected the attributes of the “teal Striped cat”during the target
editing. For single object edits, LLE enhanced object information
(Figure 9(c)) and corrected attribute alignment errors (Figure 9(d)).
For instance, in Figure 9(d), both Self-Ctrl and Self-Ctrl + 𝐿𝑒𝑛𝑡
wrongly aligned the attribute “yellow” to the “blanket,” which our
method corrected.

We further demonstrate the example of using LLE to correct the
alignment of CAMs in Figure 10. As demonstrated in Figure 10, the
leading cause of these failures is the text-image misalignment occur-
ring in cross-attention layers. For instance, the word “strawberry”
is incorrectly associated with the “candle” in the source image. The
regions corresponding to the words “checkered” and “candle” are er-
roneously mapped onto “strawberry”. Our method addresses these
inaccuracies by employing LLE on CAMs to realign textual descrip-
tions with appropriate image regions. This adjustment effectively
corrects the editing errors, creating an edited image that accurately
reflects textual descriptions.

Methods CS ↑ CDS ↑
Self-Ctrl 28.40 0.1604
Self-Ctrl + 𝐿𝑒𝑛𝑡 28.48 0.1608
Self-Ctrl + 𝐿𝑝𝑜𝑠 + 𝐿𝑛𝑒𝑔 28.69 0.1807
Self-Ctrl + 𝐿𝑝𝑜𝑠 + 𝐿𝑛𝑒𝑔 + 𝐿𝑒𝑛𝑡 28.95 0.2087

Table 2: Ablation experiments in multi-object editing over
DVMP-edit-real. Self-Ctrl is the method in Section 3.1.

Linguistic Mask Blending.We execute ablation studies on Car-
color-fake and Car-color-real, with findings in Tables 3. During
these studies, we benchmark the performance of P2P, which in-
volves edits on CAMs against our approach, which operates on
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Figure 9: Ablation results in multi-object editing with differ-
ent optimization losses. Self-Ctrl is the method in Section 3.1
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Figure 10: Example on how Linguistic Linking Enhancement
corrects and enhances CAMs in multi-object editing.

Self-Attention Control (Section 3.1). Additionally, we evaluate var-
ious blending strategies: no blending, blending focused solely on
editing words (only editing words) and blending encompassing both
editing words and their dependent counterparts (our approach). Our
method outperformed P2P in terms of effectiveness, highlighting
the advantages of our blending strategy, which proves beneficial
for both P2P and our method. Conclusion also can draw from Fig-
ure 11. As shown in Figure 11, direct modifications to elements
within self-attention layers can yield images that align with editing
instructions but can alter contents in areas not intended for editing.
To address this issue, we construct linguistic masks to preserve con-
tents in non-editing areas. We successfully preserve source images’
non-edited areas by employing this mask blending strategy.

5 Limitation
The capabilities of the underlying TIS model may bind VICTORIA’s
performance. While VICTORIA can enhance the consistency of
edited images, it encounters some limitations as the complexity of

Source image

“a photo 
of a 

lycaenid
butterfly“

“a photo 
of an 

Eskimo
dog“

No
Blending

Our
approach

Only
editing words

“a pink
car“

Figure 11: Analysis on blending within editing. From left to
right, source image, editing result of no blending, blending
only on editing words and our approach.

Method Car-color-fake Car-color-real
CS ↑ CDS ↑ CS ↑ CDS ↑

P2P 25.33 0.2577 24.65 0.2593
P2P + only editing words 25.34 0.2634 24.66 0.2683
P2P + our mask blending 25.32 0.2664 24.68 0.2726
Self-Ctrl 25.37 0.2682 24.66 0.2805
Self-Ctrl + only editing words 25.36 0.2760 24.65 0.2913
Our approach 25.39 0.2765 24.67 0.2925

Table 3: Ablation experiments of linguistic mask blending.
Self-Ctrl is the method in Section 3.1.

entities and the number of modifier words increase. The generation
process sometimes fails when the underlying TIS model is unable
to generate images aligned with the target prompt. VICTORIA is
not good at removing an object by removing the corresponding
word in the prompt. In actual image editing scenarios, the latent
code derived from DDIM-inversion [31] carries priors of the source
image, which can be unfavorable for regenerating images to fit
certain prompts. Addressing these issues will be our future work.

6 Conclusion
In conclusion, our proposed VICTORIA approach significantly ad-
vances the field of TIE. By leveraging linguistic insights, VICTORIA
effectively addresses common challenges in existing TIE methods,
especially in the case of multi-object, multi-attribute editing, such
as maintaining spatial consistency and aligning attention maps
with textual semantics. Our innovative linguistic mask blending
technique and tailored loss function have demonstrated their effec-
tiveness, exhibiting superior performance across multiple datasets.
This work emphasizes the critical role of linguistic analysis in multi-
object entity image editing and paves the way for new avenues of
research and development.

Acknowledgments
This work is partially supported by Alibaba Cloud through the Re-
search Talent Program with South China University of Technology,
and the Guangdong Provincial Key Laboratory of Human Digital
Twin under Grant 2022B1212010004.

4165



Attentive Linguistic Tracking in Diffusion Models for Training-free Text-guided Image Editing MM ’24, October 28-November 1, 2024, Melbourne, VIC, Australia

References
[1] Tim Brooks, Aleksander Holynski, and Alexei A Efros. 2023. Instructpix2pix:

Learning to follow image editing instructions. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. 18392–18402.

[2] Mingdeng Cao, XintaoWang, Zhongang Qi, Ying Shan, Xiaohu Qie, and Yinqiang
Zheng. 2023. MasaCtrl: Tuning-Free Mutual Self-Attention Control for Consis-
tent Image Synthesis and Editing. In Proceedings of the IEEE/CVF International
Conference on Computer Vision (ICCV). 22560–22570.

[3] Tingfeng Cao, Chengyu Wang, Bingyan Liu, Ziheng Wu, Jinhui Zhu, and Jun
Huang. 2023. BeautifulPrompt: Towards Automatic Prompt Engineering for Text-
to-Image Synthesis. In Proceedings of the 2023 Conference on Empirical Methods in
Natural Language Processing: Industry Track, Mingxuan Wang and Imed Zitouni
(Eds.). Association for Computational Linguistics, Singapore, 1–11. https://doi.
org/10.18653/v1/2023.emnlp-industry.1

[4] Hila Chefer, Yuval Alaluf, Yael Vinker, Lior Wolf, and Daniel Cohen-Or. 2023.
Attend-and-excite: Attention-based semantic guidance for text-to-image diffusion
models. ACM Transactions on Graphics (TOG) 42, 4 (2023), 1–10.

[5] Guillaume Couairon, Jakob Verbeek, Holger Schwenk, and Matthieu Cord. 2023.
DiffEdit: Diffusion-based semantic image editing with mask guidance. In The
Eleventh International Conference on Learning Representations.

[6] Tri Dao, Dan Fu, Stefano Ermon, Atri Rudra, and Christopher Ré. 2022. Flashat-
tention: Fast and memory-efficient exact attention with io-awareness. Advances
in Neural Information Processing Systems 35 (2022), 16344–16359.

[7] Rinon Gal, Yuval Alaluf, Yuval Atzmon, Or Patashnik, Amit H Bermano, Gal
Chechik, and Daniel Cohen-Or. 2022. An image is worth one word: Personalizing
text-to-image generation using textual inversion. arXiv preprint arXiv:2208.01618
(2022).

[8] Rinon Gal, Or Patashnik, Haggai Maron, Amit H Bermano, Gal Chechik, and
Daniel Cohen-Or. 2022. StyleGAN-NADA: CLIP-guided domain adaptation of
image generators. ACM Transactions on Graphics (TOG) 41, 4 (2022), 1–13.

[9] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley,
Sherjil Ozair, Aaron Courville, and Yoshua Bengio. 2014. Generative Adversarial
Nets. In Advances in Neural Information Processing Systems, Z. Ghahramani,
M. Welling, C. Cortes, N. Lawrence, and K.Q. Weinberger (Eds.), Vol. 27. Curran
Associates, Inc.

[10] Amir Hertz, Ron Mokady, Jay Tenenbaum, Kfir Aberman, Yael Pritch, and Daniel
Cohen-or. 2023. Prompt-to-Prompt Image Editing with Cross-Attention Control.
In The Eleventh International Conference on Learning Representations.

[11] Matthew Honnibal and Ines Montani. 2017. spaCy 2: Natural language under-
standing with Bloom embeddings, convolutional neural networks and incremen-
tal parsing. (2017). To appear.

[12] Edward J Hu, Yelong Shen, Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean
Wang, Lu Wang, and Weizhu Chen. 2021. Lora: Low-rank adaptation of large
language models. arXiv preprint arXiv:2106.09685 (2021).

[13] Xuan Ju, Ailing Zeng, Yuxuan Bian, Shaoteng Liu, and Qiang Xu. 2024. PnP
Inversion: Boosting Diffusion-based Editing with 3 Lines of Code. International
Conference on Learning Representations (ICLR) (2024).

[14] Tero Karras, Samuli Laine, and Timo Aila. 2019. A style-based generator ar-
chitecture for generative adversarial networks. In Proceedings of the IEEE/CVF
conference on computer vision and pattern recognition. 4401–4410.

[15] Bahjat Kawar, Shiran Zada, Oran Lang, Omer Tov, Huiwen Chang, Tali Dekel,
Inbar Mosseri, and Michal Irani. 2023. Imagic: Text-based real image editing with
diffusion models. In Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition. 6007–6017.

[16] Bingyan Liu, Chengyu Wang, Tingfeng Cao, Kui Jia, and Jun Huang. 2024. To-
wards Understanding Cross and Self-Attention in Stable Diffusion for Text-Guided
Image Editing. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition. 7817–7826.

[17] Chenlin Meng, Yutong He, Yang Song, Jiaming Song, JiajunWu, Jun-Yan Zhu, and
Stefano Ermon. 2022. SDEdit: Guided Image Synthesis and Editing with Stochastic
Differential Equations. In International Conference on Learning Representations.

[18] Ron Mokady, Amir Hertz, Kfir Aberman, Yael Pritch, and Daniel Cohen-Or. 2023.
Null-text inversion for editing real images using guided diffusion models. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition.
6038–6047.

[19] Chong Mou, Xintao Wang, Liangbin Xie, Yanze Wu, Jian Zhang, Zhongang Qi,
Ying Shan, and Xiaohu Qie. 2023. T2i-adapter: Learning adapters to dig out
more controllable ability for text-to-image diffusion models. arXiv preprint
arXiv:2302.08453 (2023).

[20] OpenAI. 2023. ChatGPT. https://openai.com/chatgpt.
[21] OpenAI. 2023. Improving Image Generation with Better Captions. https://cdn.

openai.com/papers/dall-e-3.pdf.
[22] Dong Huk Park, Grace Luo, Clayton Toste, Samaneh Azadi, Xihui Liu, Maka

Karalashvili, Anna Rohrbach, and Trevor Darrell. 2024. Shape-guided diffusion
with inside-outside attention. In Proceedings of the IEEE/CVF Winter Conference
on Applications of Computer Vision. 4198–4207.

[23] Gaurav Parmar, Krishna Kumar Singh, Richard Zhang, Yijun Li, Jingwan Lu, and
Jun-Yan Zhu. 2023. Zero-shot image-to-image translation. In ACM SIGGRAPH
2023 Conference Proceedings. 1–11.

[24] Or Patashnik, Zongze Wu, Eli Shechtman, Daniel Cohen-Or, and Dani Lischinski.
2021. Styleclip: Text-driven manipulation of stylegan imagery. In Proceedings of
the IEEE/CVF International Conference on Computer Vision. 2085–2094.

[25] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh,
Sandhini Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark,
et al. 2021. Learning transferable visual models from natural language supervision.
In International conference on machine learning. PMLR, 8748–8763.

[26] Aditya Ramesh, Prafulla Dhariwal, Alex Nichol, Casey Chu, and Mark Chen.
2022. Hierarchical text-conditional image generation with clip latents. arXiv
preprint arXiv:2204.06125 (2022).

[27] Royi Rassin, Eran Hirsch, Daniel Glickman, Shauli Ravfogel, Yoav Goldberg, and
Gal Chechik. 2023. Linguistic Binding in Diffusion Models: Enhancing Attribute
Correspondence through Attention Map Alignment. In Thirty-seventh Conference
on Neural Information Processing Systems.

[28] Robin Rombach, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Björn
Ommer. 2022. High-resolution image synthesis with latent diffusion models. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition.
10684–10695.

[29] Nataniel Ruiz, Yuanzhen Li, Varun Jampani, Yael Pritch, Michael Rubinstein, and
Kfir Aberman. 2023. Dreambooth: Fine tuning text-to-image diffusion models for
subject-driven generation. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition. 22500–22510.

[30] Chitwan Saharia, William Chan, Saurabh Saxena, Lala Li, Jay Whang, Emily L
Denton, Kamyar Ghasemipour, Raphael Gontijo Lopes, Burcu Karagol Ayan, Tim
Salimans, et al. 2022. Photorealistic text-to-image diffusion models with deep
language understanding. Advances in Neural Information Processing Systems 35
(2022), 36479–36494.

[31] Jiaming Song, Chenlin Meng, and Stefano Ermon. 2021. Denoising Diffusion
Implicit Models. In International Conference on Learning Representations. https:
//openreview.net/forum?id=St1giarCHLP

[32] Raphael Tang, Linqing Liu, Akshat Pandey, Zhiying Jiang, Gefei Yang, Karun
Kumar, Pontus Stenetorp, Jimmy Lin, and Ferhan Ture. 2023. What the DAAM:
Interpreting Stable Diffusion Using Cross Attention. In Proceedings of the 61st
Annual Meeting of the Association for Computational Linguistics (Volume 1: Long
Papers).

[33] Narek Tumanyan, Michal Geyer, Shai Bagon, and Tali Dekel. 2023. Plug-and-play
diffusion features for text-driven image-to-image translation. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 1921–1930.

[34] Fei Yang, Shiqi Yang, Muhammad Atif Butt, Joost van de Weijer, et al. 2024.
Dynamic prompt learning: Addressing cross-attention leakage for text-based
image editing. Advances in Neural Information Processing Systems 36 (2024).

[35] Lvmin Zhang, Anyi Rao, and Maneesh Agrawala. 2023. Adding conditional con-
trol to text-to-image diffusion models. In Proceedings of the IEEE/CVF International
Conference on Computer Vision. 3836–3847.

4166

https://doi.org/10.18653/v1/2023.emnlp-industry.1
https://doi.org/10.18653/v1/2023.emnlp-industry.1
https://openai.com/chatgpt
https://cdn.openai.com/papers/dall-e-3.pdf
https://cdn.openai.com/papers/dall-e-3.pdf
https://openreview.net/forum?id=St1giarCHLP
https://openreview.net/forum?id=St1giarCHLP

	Abstract
	1 Introduction
	2 Related Works
	2.1 Diffusion-based TIS Models
	2.2 Text-guided Image Editing

	3 VICTORIA: Proposed Approach
	3.1 Self-Attention Control
	3.2 Linguistic Linking Enhancement
	3.3 Linguistic Mask Blending
	3.4 Summary of VICTORIA

	4 Experiments
	4.1 Datasets and Experimental Settings
	4.2 Image Editing Results
	4.3 General Comparison
	4.4 Ablation Studies

	5 Limitation
	6 Conclusion
	Acknowledgments
	References



