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Abstract. Existing extractive summarization methods achieve state-of-
the-art (SOTA) performance with pre-trained language models (PLMs)
and sufficient training data. However, PLM-based methods are known
to be data-hungry and often fail to deliver satisfactory results in low-
resource scenarios. Constructing a high-quality summarization dataset
with human-authored reference summaries is a prohibitively expen-
sive task. To address these challenges, this paper proposes a novel
paradigm for low-resource extractive summarization, called ParaSum.
This paradigm reformulates text summarization as textual paraphras-
ing, aligning the text summarization task with the self-supervised Next
Sentence Prediction (NSP) task of PLMs. This approach minimizes the
training gap between the summarization model and PLMs, enabling
a more effective probing of the knowledge encoded within PLMs and
enhancing the summarization performance. Furthermore, to relax the
requirement for large amounts of training data, we introduce a simple
yet efficient model and align the training paradigm of summarization to
textual paraphrasing to facilitate network-based transfer learning. Exten-
sive experiments over two widely used benchmarks (i.e., CNN/DailyMail,
Xsum) and a recent open-sourced high-quality Chinese benchmark (i.e.,
CNewSum) show that ParaSum consistently outperforms existing PLM-
based summarization methods in all low-resource settings, demonstrating
its effectiveness over different types of datasets.

Keywords: low-resource scenarios · extractive summarization ·
textual paraphrasing · transfer learning · pre-trained language model

1 Introduction

The exponential proliferation of information on the Internet has created an
urgent need for industrial scenarios to extract knowledge from vast amounts
of documents. Extractive summarization aims at reducing information acquisi-
tion costs while preserving the key information of the document, which leads
to a significant surge in interest in text summarization from both academic
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and industrial communities [1,2]. Most extractive summarization methods are
implemented in a supervised fashion, which can be categorized into two classes,
i.e., ranking-based summarization and auto-regressive summarization. Ranking-
based methods are designed to assign a numerical score to each sentence in a
given document and subsequently select the top K sentences that achieve the
highest scores to form a summary [1,3], while auto-regressive summarization
methods usually employ the Seq2Seq architecture and extracts summaries on a
sentence-by-sentence basis during the decoding phase, with each sentence being
selected based on the summary that has been produced up to that point [4,5].

In recent times, pre-trained language models (PLMs) have emerged as
an essential infrastructure for a wide range of downstream natural language
understanding (NLU) tasks [6,7]. These models are fully pre-trained on large-
scale corpora through well-designed self-supervised learning techniques. Recent
methods have incorporated the PLM-based fine-tuning paradigm into either
ranking-based [3,8] or auto-regressive summarization [9] approaches and suc-
cessfully achieve much better summarization performance through the use of
fully-supervised labeled data. However, the conventional fine-tuning frameworks
heavily depend on the time-consuming and labor-intensive process of data anno-
tation1, which may be bothersome in real-world low-resource scenarios (e.g.,
having only 200 labeled samples for model training). In addition, there is a large
gap between the pre-training objective of PLMs, i.e., NSP and the fine-tuning
objective of extractive summarization, which hinders the transfer and adaptation
of knowledge in PLMs to summarization tasks. Fortunately, PLMs have demon-
strated remarkable ability in few-shot learning by redefining the downstream
tasks’ formats similar to their pre-training objectives [10]. To this end, the rich
knowledge encoded in PLMs can be better probed through specific patterns to
facilitate downstream NLP tasks even when there is a scarcity of labeled data
available. Therefore, a natural question arises: how can we employ text para-
phrasing in PLMs to boost the model performance for low-resource extractive
summarization?

In order to effectively probe the knowledge of PLMs to improve extractive
summarization, this paper presents a novel paradigm called ParaSum. The pri-
mary objective of this approach is to reformulate the extractive summarization
task as text paraphrasing. Textual paraphrasing that determines whether given
sentence pairs are paraphrases of one another, has a latent connection to extrac-
tive summarization which aims to extract a summary that paraphrases the gist
of the document. To support this reformulation, we obey two principles:

a) The training paradigm gap between extractive summarization and PLMs
should be minimized.

b) The model’s backbone architecture should be simple enough to facilitate
network-based transfer learning to relax the requisition of training data and
achieve satisfactory performance.

1 Existing mainstream summarization datasets typically contain at least 100,000 news
articles with corresponding human-authored reference summaries [11–13].
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This paper proposes a novel paradigm for extractive summarization in low-
resource scenarios, which is referred to as ParaSum. The approach involves refor-
mulating extractive summarization as a textual paraphrasing task between the
original document and candidate summaries. This paradigm is aligned with the
self-supervised task (NSP) of BERT, thereby enabling the leveraging of knowl-
edge from both textual paraphrasing and PLMs to guide the model in distin-
guishing semantically salient summaries. Extensive experiments were conducted
in this study on two commonly used benchmarks (CNN/DailyMail, Xsum) and a
recently released high-quality Chinese benchmark (CNewSum). The results indi-
cate that ParaSum consistently outperforms the baseline models with scarcity
available labeled data.

2 Related Work

Incorporating PLMs-based fine-tuning paradigm into extractive summariza-
tion methods significantly improves their results on large-scale, high-quality,
open-source summarization datasets. However, as the parameter size of PLMs
increases, the fine-tuning paradigm increasingly relies on a substantial amount of
labor-intensive annotation. In many real-world application scenarios, only small-
scale datasets are available, rendering existing data-hungry methods impractical
to apply. While some researchers have been studying low-resource abstractive
summarization [14–16], it is important to note that summaries generated by such
methods may deviate from documents’ main information. Therefore, this paper
mainly focuses on extractive summarization. To the best of our knowledge, this
study represents the first investigation of low-resource extractive summarization.

Another thread of related work is few-shot Natural Language Understand-
ing (NLU). Here, we briefly summarize few-shot NLU in the following topics. i)
Partial-parameter fine-tuning paradigms only tune a subset parameters of PLMs
during training aiming to preserve most pre-trained knowledge of PLMs while
reducing the magnitude of tunable parameters [17,18]. ii) Prompt Engineer-
ing [19] reformulates visual grounding and visual question answering as a “fill-in-
blank” problem by hand-crafted prompts. iii) Adapter-based paradigms [20,21]
utilize a lightweight adapters module to learn from downstream small-scale train-
ing datasets during training, while combining the knowledge of both PLMs and
downstream tasks through residual functions during inference to complete down-
stream tasks [22]. iv) Transfer learning [23,24] is employed to overcome the con-
straint that training and testing data must be independent and identically dis-
tributed, thereby alleviating the scarcity of supervisory signals caused by small-
scale training datasets. Drawing inspiration from prompt learning and transfer
learning, this paper aims to alleviate the issue of sparse supervisory signals in
low-resource scenarios by leveraging knowledge from relevant NLU tasks and
PLMs for extractive summarization.
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Fig. 1. Model architecture and transfer learning procedure of ParaSum.

3 Method

This paper dispenses with data-hungry summarization paradigms (ranking-
based [3] and auto-regressive [4,9]). Since PLMs are few-shot learners [25], this
paper aims to minimize the training gap between extractive summarization and
PLM in order to leverage the knowledge of PLMs for downstream summariza-
tion. Additionally, network-based transfer learning is employed to alleviate the
issue of sparse supervisory signals. To achieve these objectives, extractive sum-
marization is reformulated as textual paraphrasing. Specifically, the method dis-
tinguishes the most salient summary from candidate summaries of the document.
The model architecture and the transfer learning process are illustrated in Fig. 1.

3.1 PLM-Based Textual Paraphrasing

Given the textual paraphrasing sentence pairs, namely {(st1, s
t
2), yt}Tt=1, where

(st1, s
t
2) indicates the t-th sentence pair, and yt is the corresponding binary label.

The sentence pair (st1, s
t
2) is concatenated as: xin = [CLS] st1 [SEP] st2 [SEP].

The PLM, parameterized by M, takes xin as input and maps xin to a sequence
of hidden representations. The representation located at position [CLS], denoted
as h[CLS], is used as input to a ranking model, which computes the probability
peq. This probability indicates the extent to which st1 and st2 are paraphrases of
each other. The ranking model typically consists of a single-layer feed-forward
network (FFN) and a sigmoid function. The computation proceeds as follows:

h[CLS] = M(xin)[CLS] (1)

peq = sigmoid(W�h[CLS] + b) (2)

where W and b are learnable parameters of FFN.
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3.2 Extractive Summarization as Textual Paraphrasing

PLM-based approaches for textual paraphrasing adhere to the NSP self-
supervised task of PLMs [6] which transforms textual paraphrasing into a task
that requests answers from PLMs, thereby reducing the need for large-scale train-
ing data. To enhance the performance of summarization models in low-resource
scenarios by retrieving relevant knowledge from PLMs, we reformulated the sum-
marization task as a series of textual paraphrasing operations between the source
document and its corresponding candidate summaries.

Given a document D with L sentences, namely D = {si|i = 1 · · ·L}, and its
reference summary RD, where si denotes the i-th sentence of D. We construct
candidate summaries of D, namely CD = {cj |j = 1 · · ·N}, where N denotes
the number of candidate summaries. The candidate summary cj = {sjk|k =
1 · · · I , sjk ∈ D} consists of I sentences from D, where sjk denotes the k-th sen-
tence of cj . Sentences in cj are sorted according to their position in D. Candi-
date summaries in CD are sorted in descending order according to their ROUGE
score [26], namely R(·), with the reference summary RD, in other words:

R(cm) > R(cn);∀cm, cn ∈ CD and m < n (3)

The first step in our approach is concatenating the candidate summary cj with
the source document D, just as xcj = [CLS] cj [SEP] D [SEP]. Next, we input
xcj into PLM M and utilize the output representation at the [CLS] position to
compute the ranking score scj for cj . This score is computed using the same rank-
ing model employed in the textual paraphrasing step. Subsequently, we obtain
ranking scores for the candidate summaries in CD, which are represented as
SD = {scj |j = 1 · · ·N}. Furthermore, we compute the ranking score of the
reference summary RD, denoted as sRD

, using the same calculation procedure.

3.3 Training Paradigm

Supervised Training Paradigm. In order to ensure that the model assigns
the highest probability to the candidate summary with the highest ROUGE
score, denoted as c1, we employ the cross-entropy loss (CE). Specifically, we set
the ground-truth label for c1 to 1, and 0 for the remaining summaries:

LCE =
N∑

j=1

−lj · log scj ; l1 = 1 and {lj}Nj=2 = 0 (4)

where lj denotes the ground-truth label for cj . However, in the case of low-
resource datasets, the supervised information provided by the CE loss is insuffi-
cient to train the model to achieve satisfactory performance. The sorting infor-
mation of the candidate summaries can be employed by the contrastive learning
paradigm to guide the model in distinguishing salient summaries. Contrastive
learning allows for the definition of positive and negative samples based on the
specific application scenarios, while ensuring that negative samples are kept dis-
tinct from positive samples [27]. Given any candidate summary pair cm, cn ∈ CD
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where m < n, we define cm with a higher ROUGE score as a positive sample
and cn with lower ROUGE score as a negative sample. The contrastive loss for
any summary pair of CD is computed following [28,29], as:

LCD
=

N∑

i=1

N∑

j=i

max(0, scj − sci) (5)

Moreover, it is essential to make sure that the reference summary is ranked
higher than all the candidate summaries:

LRD
=

N∑

i=1

max(0, sci − sRD
) (6)

Finally, the loss function for extractive summarization, namely Lext, is defined
as follows:

Lext = LCD
+ LRD

+ LCE (7)

Knowledge Transfer. Initially, the summarization model is pre-trained using
a textual paraphrasing dataset. However, conventional PLM-based textual para-
phrasing methods only employ the CE loss during the training phase. To facil-
itate better knowledge transfer, the training paradigm of textual paraphrasing
must be aligned with that of extractive summarization. We define the calcu-
lated probability of the ground-truth paraphrasing label, denoted as pg, as the
positive sample, and 1 − pg as the negative sample. We then use the contrastive
loss to maximize the likelihood of the ground-truth sample. The contrastive loss,
denoted as LCL, the BCE loss, denoted as LBCE , and the final loss function of
textual paraphrasing, denoted as Lpara, are defined as follows:

LCL = max(0, (1 − pg) − pg) (8)

LBCE = −lt log peq − (1 − lt) log(1 − peq) (9)

Lpara = LCL + LBCE (10)

where lt indicates the ground-truth label for the textual paraphrasing dataset.
Subsequently, the pre-trained model is fine-tuned with the small-scale summa-
rization dataset using the extractive loss, namely Lext.

The whole training algorithm for ParaSum is listed in Algorithm 1. For a
document D that contains L sentences, the number of its candidate summaries,
denoted as N , is equal to

(
L
I

)
. This value is typically much larger than L, and

computing ranking scores for all candidate summaries can be time-consuming.
Therefore, it is necessary to exclude trivial candidate summaries in advance.
To address this issue, we employ a straightforward yet effective heuristic app-
roach [8] that utilizes a ranking-based method [3] to pre-select the top K sen-
tences (K � L), and then enumerate all combinations of the K sentences
according to I to generate candidate summaries. It should be noted that the
ranking-based method [3] is trained using the same data as ParaSum.
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Algorithm 1: Training Paradigm of ParaSum
Input: learning rate α; number of epochs for transfer learning and

summarization M ,N ; number of training steps per epoch for transfer
learning and summarization Q, S

1 Initialize parameters of the ranking model, namely, W and b;
2 for i ← 1 to M do
3 for q ← 1 to Q do
4 Wi,q, bi,q, Mi,q ←

Wi,q−1 + αi,q∇WLpara, bi,q−1 + αi,q∇bLpara, Mi,q−1 + αi,q∇MLpara

5 update learning rate αi,q

6 end

7 end
8 for j ← 1 to N do
9 for s ← 1 to S do

10 Wj,s, bj,s, Mj,s ←
Wj,s−1 + αj,s∇WLext, bj,s−1 + αj,s∇bLext, Mj,s−1 + αj,s∇MLext

11 update learning rate αj,s

12 end

13 end

4 Experiments

4.1 Experimental Settings

Summarization Datasets. Three widely-used datasets are adopted for eval-
uation, including two mainstream English news datasets and one Chinese news
dataset:

– CNN/DailyMail [11] consists of news articles and corresponding multi sen-
tences summaries from news stories in CNN and Daily Mail websites.

– Xsum [12] is more abstractive with only single-sentence summaries that
answers the question “What is the article about?”.

– CNewSum [30] is a high-quality Chinese news dataset collected from hundreds
of thousands of news publishers with human-authored summaries.

Paraphrasing Datasets. The present study reports on the adoption of two
commonly utilized textual paraphrasing datasets for the purpose of transfer-
learning in the context of English and Chinese text summarization tasks:

– Quora Question Pairs (QQP) [31] consists of over 400,000 question pairs, and
each question pair is annotated with a binary value indicating whether the
two questions are paraphrases of each other.

– LCQMC [32] consists of Chinese question pairs with manual annotations.

Evaluation Metrics. The model performance on English datasets i.e., Xsum
and CNN/DailyMail, are evaluated on ROUGE [26,33]. We compute the ROUGE
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Table 1. ROUGE evaluations and their average on CNN/DailyMail dataset with 200,
500, 1000, 2000 training samples. Here, R-1/2/L stands for ROUGE-1/2/L, ParaSum−p

for ParaSum w/o para. Best results are in bold, and second best results are underlined.

Model 200 500 1000 2000

R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

rnn-ext+rl [4] 40.13 17.73 36.36 40.20 17.76 36.42 40.23 17.76 36.46 40.30 17.77 36.51

MemSum [5] 35.30 15.10 32.44 37.05 16.10 33.87 37.11 16.12 33.92 39.14 17.45 35.65

PNBert [9] 40.18 17.58 36.32 40.42 17.95 36.60 40.54 17.96 36.69 40.56 18.06 36.80

BertSumExt [3] 40.34 17.41 36.57 40.45 17.51 36.68 40.48 17.59 36.72 40.49 17.56 36.72

MatchSum [8] 39.75 17.09 36.04 40.50 17.79 36.79 40.98 18.10 37.23 41.45 18.56 37.68

ParaSum−p 40.49 17.53 36.56 41.10 18.26 37.22 41.56 18.44 37.63 41.58 18.51 37.62

ParaSum 40.81 17.78 36.94 41.28 18.31 37.42 41.76 18.70 37.86 41.86 18.62 37.91

scores using the standard pyrouge package, and report the F1 scores of ROUGE-
1, ROUGE-2, and ROUGE-L. These metrics measure the uniform, bigram, and
longest common subsequence overlapping between the candidate summaries gen-
erated by different methods and the corresponding reference summaries.

Baselines: rnn-ext+rl [4] is a reinforcement learning (RL) based auto-
regressive summarization method; PNBert [9] is a RL-based extractive sum-
marization method that utilizes BERT as its base model, with ROUGE-based
rewards; BertSumExt [3] is a ranking-based method that performs binary clas-
sification on each sentence based on its contextual representation from BERT;
MatchSum [8] is the current state-of-the-art method that formulates summa-
rization as a text-matching task, and employs a two-stage approach based on
BertSumExt [3]. MemSum [5] is a recently proposed method that is specifi-
cally designed for summarizing long documents. This approach views extractive
summarization as a multi-step episodic Markov Decision Process (MDP) that is
aware of the extraction history.

Implementation Details: For the CNewSum dataset, ParaSum, PNBert, Bert-
SumExt, and MatchSum employ the “bert-base-chinese” version of BERT, while
rnn-ext+rl utilizes Chinese word embeddings [34]. We set K = 5 and I = 2, 3 for
CNN/DailyMail, I = 1 for Xsum, and I = 2 for CNewSum. The reported best
experimental results are obtained through multiple rounds of experiments, with
concurrent grid search for the number of QQP sentence pairs used in textual
paraphrasing transfer learning.

4.2 Experimental Results

Results in Different Low-Resource Settings: We evaluate the performance
of ParaSum and baseline methods under various low-resource settings. Table 1
presents ROUGE evaluations of ParaSum and baselines trained with 200, 500,
1000, and 2000 samples of CNN/DailyMail. ParaSum−p refers to ParaSum with-
out textual paraphrasing transfer learning, and it consistently outperforms the
baselines on all ROUGE metrics when trained with 500 and 1000 samples. Addi-
tionally, it outperforms the baselines on the ROUGE-1 metric when trained with
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Table 2. Ablation study on CNN/DailyMail dataset with 1000 training samples.

Model R-1 R-2 R-L

Full implement. 41.76 18.70 37.86

w/o. Para 41.56 (−0.20) 18.44 (−0.26) 37.63 (−0.23)

w/o. CE 41.65 (−0.11) 18.59 (−0.11) 37.76 (−0.10)

w/o. CL 40.18 (−1.58) 17.45 (−1.25) 36.21 (−1.60)

200 and 2000 samples. The results of this study indicate that conventional sum-
marization paradigms are optimized for scenarios where there is an abundance
of training instances. Consequently, these paradigms may demonstrate subop-
timal performance in low-resource settings. In contrast, the ParaSum approach
reframes summarization tasks as textual paraphrasing, which shares similarities
with BERT’s NSP self-supervised task. As a result, ParaSum is better equipped
to leverage pertinent knowledge from BERT, thereby enhancing its performance
in the context of summarization. ParaSum exhibits further enhancements over
ParaSum−p, and it significantly outperforms the baseline models across all low-
resource scenarios. These findings provide compelling evidence that the knowl-
edge obtained from textual paraphrasing can effectively assist the model in dis-
tinguishing between salient and trivial summaries, while simultaneously reducing
the method’s reliance on a large number of training instances.

Ablation Studies: To evaluate the potential advantages of utilizing knowledge
from textual paraphrasing for text summarization, we remove the textual para-
phrasing transfer learning stage from ParaSum (referred to as ParaSum w/o.
Para) and train the model from scratch using randomly initialized parameters.
To further investigate the effectiveness of the contrastive learning paradigm in
providing high-quality supervision signals, we conducted an additional experi-
ment in which we removed either the cross-entropy loss (referred to as ParaSum
w/o. CE) or the contrastive loss (referred to as ParaSum w/o. CL) from ParaSum
during the training phase. Table 2 presents the ROUGE evaluations of ParaSum
and its ablations, trained with 1000 samples of CNN/DailyMail. Our experimen-
tal results indicate that removing the contrastive loss from ParaSum (ParaSum
w/o. CL) results in a significant decrease in performance. This finding aligns
with the theoretical foundations of contrastive learning, which posit that it can
effectively guide the model to differentiate between the most important summary
among any given pair of candidate summaries, thus providing more supervised
signals to the model. In contrast, removing the cross-entropy loss from ParaSum
(ParaSum w/o. CE) leads to a modest reduction in model performance. This
is likely because the cross-entropy loss encourages the model to assign a high
probability to the most optimal summary, thereby enhancing the overall quality
of the summarization output. Furthermore, removing the textual paraphrasing
pre-training stage from ParaSum (ParaSum w/o. Para) results in a significant
decrease in model performance. This finding provides compelling evidence that
the knowledge acquired through textual paraphrasing can effectively aid Para-
Sum in distinguishing between crucial and non-essential summaries.
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Fig. 2. Evaluations of ParaSum pre-trained with different amount of QQP sentence
pairs and trained with 1000 samples of CNN/DailyMail. Avg stands for average results.

Impact of the Quantity of QQP Data: In this study, we carried out an
evaluation to examine the effect of the number of QQP sentence pairs used in
the transfer learning stage on ParaSum. Following the transfer learning stage,
we trained ParaSum using 1000 samples of CNN/DailyMail. The results con-
cerning the influence of varying the number of QQP sentence pairs on model
performance are presented in Fig. 2. The experimental results reveal that Para-
Sum attains optimal performance when pre-trained using 10,000 Quora Question
Pairs (QQP) sentence pairs in transfer learning stage. The performance of Para-
Sum tends to degrade as the number of QQP sentence pairs increases. This is
likely due to the fact that an excessive number of QQP pairs can cause ParaSum
to deviate from extractive summarization and overfit to the QQP dataset. Con-
versely, decreasing the quantity of QQP sentence pairs also leads to a decrease
in performance, as the model may not acquire sufficient knowledge to improve
extractive summarization.

Generalization Studies: To evaluate the generalizability of ParaSum, we con-
ducted an assessment on two additional datasets: Xsum, which is an abstractive
summarization dataset, and CNewSum, which is a high-quality Chinese sum-
marization dataset. For this evaluation, we utilized a training set comprising of
1000 samples for each dataset. Table 3 presents the results of our evaluation of
ParaSum and the baseline models on Xsum and CNewSum. Our results demon-
strate that although ParaSum outperforms the baseline models on the Xsum
dataset, it only exhibits a minimal improvement over MatchSum, and slightly
underperforms MemSum on the ROUGE-2 evaluation metric. This finding may
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Table 3. ROUGE evaluations on Xsum and CNewSum.

Model Xsum CNewSum

R-1 R-2 R-L R-1 R-2 R-L

rnn-ext+rl [4] 19.70 2.41 14.85 30.12 17.28 25.02

MemSum [5] 20.32 3.26 15.84 29.26 14.99 23.91

PNBert [9] 21.06 3.06 15.87 33.18 18.22 27.85

BertSumExt [3] 20.01 2.61 15.16 31.17 17.00 26.25

MatchSum [8] 21.12 3.03 15.74 32.48 18.22 27.05

ParaSum−p 20.97 3.04 15.72 33.09 18.46 27.47

ParaSum 21.15 3.08 15.91 33.76 19.22 28.26

Table 4. T-Test of ParaSum and baselines on Xsum.

Method Comparison Xsum P-Value

R-1 R-2 R-L

ParaSum & rnn-ext+rl 1.22E-09 7.33E-11 4.87E-12

ParaSum & MemSum 4.92E-11 3.04E-08 1.50E-02

ParaSum & PNBert 8.61E-06 1.00E-03 6.00E-03

ParaSum & BertSumExt 5.94E-12 9.26E-09 1.66E-10

ParaSum & MatchSum 2.70E-02 2.01E-05 8.05E-07

be attributed to the fact that Xsum imposes strict limitations on the meth-
ods, allowing them to select only a single sentence to create the summary. As a
result, the potential performance gains offered by ParaSum are limited. To fur-
ther analyze the performance of ParaSum and the baseline models on Xsum, we
conducted T-tests with a confidence level of 0.95, and the results are presented in
Table 4. The results of the T-tests reveal that the P-Values of ParaSum and the
baseline models on the ROUGE-1, ROUGE-2, and ROUGE-L metrics are below
the threshold of 0.05. This suggests that the observed differences in performance
are statistically significant, thereby providing further support for the superior
performance of ParaSum over the baseline models. In contrast, evaluations on
CNewSum dataset demonstrated that ParaSum significantly outperformed the
baseline models. This finding emphasizes the importance of utilizing knowledge
acquired from textual paraphrasing and pre-trained language models in low-
resource scenarios, especially when summarizing a document whose reference
summary comprising multiple sentences.

Case Study: Table 5 illustrates a use case of ParaSum and various baselines,
with models trained using 1000 CNN/DailyMail samples. The first and second
sentences extracted by BertExtSum contain similar content, whereas the third
summary sentence deviates from the reference summary by providing additional
details. In contrast, the third sentence extracted by MatchSum presents content
conveyed in the first summary sentence, thus demonstrating a level of seman-
tic redundancy. Based on the subjective analysis, the summary extracted by
ParaSum is superior to the summaries generated by the baseline methods.
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Table 5. Use case study of ParaSum and baselines, all of which are trained using 1000
samples from CNN/DailyMail.

Ref. Summary 1. american women look to celebrities for hair inspiration, often
uneducated about the potential dangers of beauty procedures
2. many celebrities who wear weaves, such as beyonce, selena gomez
and paris hilton, could be doing serious damage to their hair
3. jennifer aniston, sandra bullock and jennifer lopez were revealed
as having the three most popular celebrity hairstyles

ParaSum 1. one in five american women are willing to undergo dangerous beauty
treatments in order to achieve the ideal look, despite the risks
that these procedures pose to their health.
2. the survey, conducted by beauty research organization lqs and
associates, looked at the lengths 1,000 american women go to in
order to enhance their appearances or copy a celebrity, and the
potentially disastrous consequences they might face in doing so,
including hair loss, skin swelling, and overly painful procedures.

BertExtSum 1. one in five american women are willing to undergo dangerous beauty
treatments in order to achieve the ideal look, despite the risks
that these procedures pose to their health.
2. according to a new study, while just over half of women worry
about the long term damage of beauty treatments, nearly a fifth
would still pursue a treatment to get the right look - even if it
proved hazardous to their health.
3. seven per cent, meanwhile, have actually had allergic reactions.

MatchSum 1. according to a new study, while just over half of women worry
about the long term damage of beauty treatments, nearly a fifth
would still pursue a treatment to get the right look - even if
it proved hazardous to their health.
2. the survey, conducted by beauty research organization lqs and
associates, looked at the lengths 1,000 american women go to
in order to enhance their appearances or copy a celebrity, and
the potentially disastrous consequences they might face in doing
so, including hair loss, skin swelling, and overly painful
procedures.
3. the cost of beauty: women often do n’t realize the dangers of
salon treatments before sitting in the styling chair

5 Conclusion

To address the issue of limited supervised signals arising from small-scale train-
ing datasets, this paper proposes a novel paradigm for extractive summarization
called ParaSum, which is tailored for low-resource scenarios. ParaSum reframes
extractive summarization as textual paraphrasing between the candidate sum-
maries and the document. This approach helps to reduce the training gap
between the summarization model and PLMs, thereby enabling the effective
retrieval of relevant knowledge from PLMs to enhance summarization perfor-
mance. In addition, ParaSum utilizes the knowledge acquired from textual para-
phrasing to guide the summarization model in distinguishing high-quality sum-
maries among the candidate summaries. Furthermore, ParaSum takes advantage
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of contrastive learning to provide additional supervised signals for model train-
ing. The experimental results indicate that ParaSum consistently outperforms
conventional summarization paradigms in low-resource scenarios.
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