
Front. Comput. Sci., 2018, 12(3): 504–517

https://doi.org/10.1007/s11704-017-6471-4

NERank+: a graph-based approach for entity ranking in
document collections

Chengyu WANG1, Guomin ZHOU2, Xiaofeng HE 1, Aoying ZHOU3

1 Shanghai Key Laboratory of Trustworthy Computing, School of Computer Science and Software Engineering,

East China Normal University, Shanghai 200062, China

2 Department of Computer and Information Technology, Zhejiang Police College, Hangzhou 310053, China

3 School of Data Science and Engineering, East China Normal University, Shanghai 200062, China

c© Higher Education Press and Springer-Verlag GmbH Germany, part of Springer Nature 2018

Abstract Most entity ranking research aims to retrieve a

ranked list of entities from a Web corpus given a user query.

The rank order of entities is determined by the relevance

between the query and contexts of entities. However, en-

tities can be ranked directly based on their relative impor-

tance in a document collection, independent of any queries.

In this paper, we introduce an entity ranking algorithm named

NERank+. Given a document collection, NERank+ first con-

structs a graph model called Topical Tripartite Graph, con-

sisting of document, topic and entity nodes. We design sep-

arate ranking functions to compute the prior ranks of enti-

ties and topics, respectively. A meta-path constrained random

walk algorithm is proposed to propagate prior entity and topic

ranks based on the graph model. We evaluate NERank+ over

real-life datasets and compare it with baselines. Experimental

results illustrate the effectiveness of our approach.

Keywords entity ranking, Topical Tripartite Graph, prior

rank estimation, meta-path constrained random walk

1 Introduction

Ranking problems have been extensively studied to bring or-

der to varying types of objects to support Web applications,

such as Web pages for search engines [1], commercial prod-

ucts for personalized recommendation [2], and textual units
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for keyword extraction [3]. With the number of entities in-

creasing rapidly on the Web, the problem of entity ranking

(ER) has drawn much attention. For example, ER tracks have

been conducted in INEX and TREC since 2007 and 2009,

to rank entities from Web corpora given a query topic [4, 5].

The task of the WSDM 2016 Cup is to rank research articles

based on Microsoft Academic Graph.

In traditional ER tasks, the rank order of entities is mea-
sured by the relevance between a query topic (e.g., impres-
sionist art in the Netherlands in INEX [4]) and entities with
contextual information, which is query-dependent. However,

we observe that entities have an intrinsic rank order based
on the relative importance in the documents. For example, in
news articles reporting Haiti Earthquake, important entities
should be key elements that are closely involved in the event,
including people (e.g., Barack Obama), locations (e.g., Haiti,
Port-au-Prince), organizations (e.g., United Nations, United
States), etc. (Please refer to the background information of
this event in the respective Wikipedia page). Thus, the goal
of the ER problem addressed in this paper is to rank multiple
types of entities in a document collection based on the rela-
tive importance of entities. Moreover, the task of ER is vital
for several Web-scale applications, discussed as follows:

• Entity-oriented Web search It facilitates Web entity

recommendation, rather than retrieve a list of Web doc-

uments that are relevant to the user query but contain

abundant or irrelevant information.

• Web semantification It identifies important entities
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from Web documents and helps to add semantic tags

to the Web automatically.

• Knowledge base population It potentially improves the

performance of knowledge base population by extract-

ing and ranking entities from the Web and linking them

to existing knowledge bases.

The challenge of ER is that the rank order of entities should

be determined by the contents of the document collection,

with no other knowledge sources or user queries available.

Additionally, the importance of entities is expressed implic-

itly in the form of natural language text, which can not be

measured or computed in a straight forward manner. There-

fore, it is difficult to extend traditional ER techniques to solve

the proposed task.

In this paper, we introduce a graph-based ranking algo-

rithm named NERank+ to address this issue1) . Given a docu-

ment collection as input, we mine latent topics and model the

semantic relations between documents, topics and entities in

a graph model called Topical Tripartite Graph (TTG), which

is a tripartite graph with edge weights. We design separate

ranking functions to calculate the prior ranks of entities and

topics. The prior ranks are propagated along paths in the TTG

via a meta-path constrained random walk algorithm. The final

rank of entities can be estimated when this process converges.

We also prove the convergence of NERank+ and derive the

close form solution of our algorithm.

In summary, we make the following major contributions in

this paper:

• We introduce the problem of ER. A graph model TTG

is proposed to represent the semantic relations between

documents, topics and entities via topic modeling.

• We design separate ranking functions to calculate the

prior ranks of entities and topics. A meta-path con-

strained random walk algorithm is proposed to compute

the final ranks of entities by rank propagation.

• We conduct extensive experiments and case studies to

illustrate the effectiveness of our approach.

The rest of this paper is organized as follows. Section 2

summarizes the related work. We define the ER problem for-

mally and introduce the general framework of NERank+ in

Section 3. The proposed approach is described in Sections 4

and 5 in detail. Experimental results are presented in Sec-

tion 6. We conclude our paper and discuss the future work in

Section 7.

2 Related work

We divide the related work into two parts: the first summa-

rizes methods in traditional ER research, and the second deals

with keyword extraction from documents.

2.1 Traditional ER research

Research efforts on traditional ER have been put to address

the problem of retrieving a ranked list of entities given a

query. In the task of traditional ER, entities can be of a cer-

tain type, for example, searching for experts in a specific do-

main [7]. The more general problem is ranking entities of

various kinds. Recently, a lot of ER related research has been

conducted in the context of INEX and TREC evaluation [4,5].

Besides these ER tracks, ER provides a paradigm to rank

and retrieve information at an entity level in the field of Web

search, rather than the document level. Nie et al. [8] propose

a link analysis model PopRank to rank Web “objects” (i.e.,

entities) within a specific domain, which considers the rele-

vance and popularity of entities. For vertical search, Ganesan

et al. [2] leverage online reviews to design several ER models

based on user’s preference for the purpose of product ranking

and recommendation. Lee et al. [9] model multidimensional

recommendation as an ER problem, and adopt Personalized

PageRank algorithm [10] to rank entities for e-commerce ap-

plications.

External data sources are utilized to provide additional in-

formation for more accurate ER. Kaptein et al. [11] use the

Wikipedia category structure as a pivot to identify key entities

from Web documents. They reduce the problem of Web ER to

Wikipedia ER. Ilieva et al. [12] make use of the rich attribute

information in knowledge bases to improve the coverage and

quality of ER. However, most existing work either focuses on

query-dependentER (such as ER tracks in INEX [11]) or spe-

cific applications such as personalized recommendation [2],

Web search [8], etc. Therefore, these methods can not be em-

ployed to solve and evaluate the ER task in this paper.

2.2 Keyword extraction

Another thread of related work is keyword extraction, which

generates a ranked order of words from documents. The ER

task is similar to keyword extraction because of the similar

ranking procedure and data sources.

1) We name this algorithm NERank+ because it is an improved version of the algorithm NERank introduced in the earlier version of the paper presented in
APWeb 2016 [6]
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In the literature, TextRank [3] employs the PageRank al-

gorithm [1] to calculate ranks of words or sentences in plain

documents to support keyword extraction and document sum-

marization. LexRank [13] computes relative importance of

textual units based on the eigenvector centrality in a graph

representation of documents. Zhang et al. [14] propose sev-

eral intrinsic features and the relatedness measurements be-

tween words to improve the performance of keyword ex-

traction. Kim et al. [15] integrates the semantic similar-

ity between words into graph-based keyword extraction ap-

proaches to support document retrieval.

The accurate estimation of word similarity on the seman-

tic level is beneficial to calculate the relative importance of

words. Wang et al. [16] use WordNet as knowledge source to

rank words based on PageRank. The similarity of words can

be also computed based on the distributed representations of

words. Wang et al. [17] find that the usage of word embed-

dings boosts the performance of keyword extraction in sci-

entific publications. Besides keywords, Hofmann et al. [18]

identify key phases considering the structure of a document.

For short texts, Meij et al. [19] apply learning-to-rankmodels

(such as Rank SVM models and gradient boosted regression

trees) to extract key concepts in tweets.

The similarity between keyword extraction and ER is that

both tasks aim to give a ranked order of a specific type of

textual units. However, the focus of traditional keyword ex-

traction research is to select important words (mostly verbs

and nouns) in a single document. In contrast, our work pays

more attention to the correlation between major topical events

and key elements in a document collection. The topic coher-

ence among key entities in different documents and the “un-

normalization” issue of entities also require to be addressed.

3 Entity ranking problem

In this section, we present our ER problem formally, with

important notations summarized in Table 1. Next, we discuss

the general procedure of NERank+.

3.1 Problem statement

According to the task setting of ER, we take a collection of

documents (denoted as D) as input. Let m ∈ M denote an en-

tity mention that appears in any document d ∈ D, recognized

by Named Entity Recognition (NER) techniques. Because

entity mentions appeared in the plain texts are unnormalized,

simply ranking on M will result in the “unnormalized rank-

ing” issue. Consider the example in Table 2. Both “United

States” and “US” in news articles related to Haiti Earthquake

refer to the country United States. If the two mentions are

unnormalized, they will receive separate, inconsistent and

under-estimated rank values (i.e., 0.12 and 0.1), rather than

a single, uniform rank.

Table 1 Important notations

Notation Description

D The collection of input documents

E The collection of normalized entities

e ∈ E A normalized entities in E

r(e) The rank of normalized entity e

M The collection of entity mentions

m ∈ M An entity mention in M

T The collection of latent topics

t ∈ T A topic t in T

W The collection of common words

GD The TTG w.r.t. the document collection D

Θ The document-topic distribution matrix

Φ The topic-textual unit distribution matrix

Φ̂ The topic-entity matrix

r0(ti) The prior rank of topic ti
r0(ei) The prior rank of normalized entity ei

Table 2 Comparison between unnormalized and normalized ranking

Unnormalized ranking Normalized ranking

Entity mention Rank Normalized entity Rank

Haiti 0.35 Haiti 0.35

Port-au-Prince 0.25 Port-au-Prince 0.25

United States 0.12 United States 0.22

US 0.1 · · · · · ·

In this paper, before we compute the ranks of these entities,

we employ a named entity normalization (NEN) procedure

to map each entity mention m ∈ M to its normalized form

e ∈ E. We assign each entity e ∈ E a rank r(e) to represent

the relative importance in D. We present the definition of ER

as follows.

Definition 1 (Entity ranking) Given a document collection

D and a normalized named entity collection E detected from

D, the goal is to give each entity e ∈ E a rank r(e) to denote

the relative importance such that (1) 0 � r(e) � 1 and (2)∑
e∈E r(e) = 1.

For the illustration purpose, the high-level process of ER

is presented in Fig. 1. We also provide a simple example

w.r.t. Haiti Earthquake to show the data processing steps of

the proposed approach. The input is a collection of news

articles related to Haiti Earthquake. Firstly, all the entities

mentions M are recognized by an NE tagger, such as “US”
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Fig. 1 Illustration of the ER process and a simple example

and “Haiti”. After that, these mentions are normalized to their

referent entities E, e.g., “United States” and “Haiti”. Finally,

the ranking order of entities is generated by three steps, i.e.,

TTG construction, prior rank estimation and random walk

process.

The task definition of ER in this paper is similar to the task

Ranked-concepts to Wikipedia (Rc2W) [20] and the more

general task Ranked-concepts to Knowledge Base (Rc2KB)

in the entity annotator benchmark GERBIL [21]. We notice

that both tasks are comprised of two sub-steps: (i) entity link-

ing (which maps an entity mention to an existing entity in a

knowledge base) and (ii) entity ranking (which generates the

ranked order of entities based on the contextual information).

While much of the previous work addressed the task of entity

linking, we focus more on ER, which is not sufficiently stud-

ied. Another difference is that since existing knowledge bases

still face the incompleteness issue, we do not require entities

to be linked to Wikipedia or a knowledge base in our paper.

The ranked order of entities can be generated as long as they

are recognized and normalized.

3.2 Major steps in NERank+

As shown in Fig. 1, the pre-processing steps of NERank+

are NER and NEN. NERank+ consists of three major steps:

TTG construction, prior rank estimation and random walk

process. In the first step, the tripartite graph model TTG GD

is constructed by estimating document-topic distributions Θ

and topic-textual unit distributions Φ via entity-aware topic

modeling. For example, we may extract a topic ti related to

the start of the revolution and another topic t j related to the

presidency of Mohamed Morsi.

After that, for each topic t ∈ T , we design a ranking func-

tion to estimate the prior rank r0(t) of topic t based on a linear

combination of three quality metrics (i.e., prior probability,

entity richness and topic specificity). This is used to indicate

which of these topics are related to major aspects discussed in

these news articles and which only provide some background

information.

For each normalized entity e ∈ E, the prior rank r0(e) is

calculated based on the statistical characteristics of entity e

in the document collection D. The prior rank of an entity

considers the relative importance of entities in a single ar-

ticle. Finally, a meta-path constrained random walk process

is employed to compute the final rank r(e) for each normal-

ized entity e ∈ E, which combines all the factors mentioned

previously.

4 Topical Tripartite Graph modeling

The key for accurate ER is to mine the implicit semantic re-

lations between documents and entities. Extracting language

patterns that can help identify important entities from texts is

difficult, due to the flexibility and complexity in expression

of natural languages. However, by topic modeling, the gap

between documents and entities can be bridged. In this sec-

tion, we introduce the formal definition of TTG and show the

construction process of the graph in detail.

4.1 Topical Tripartite Graph

The TTG is a tripartite graph to model the semantic relations
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among document-topic and topic-entity pairs. An simple ex-

ample of the TTG is illustrated in Fig. 2. There are three types

of nodes (i.e., documents D, topics T and normalized enti-

ties E), and two types of weighted, undirected edges (i.e.,

document-topic edges RDT and topic-entity edges RTE). Here,

we give the formal definition of TTG as follows.

Fig. 2 Example of a TTG w.r.t. Haiti Earthquake

Definition 2 (Topical Tripartite Graph) A TTG w.r.t. doc-

ument collection D is a weighted, tripartite graph GD =

(D, T, E,RDT ,RTE). The nodes of the graph are partitioned

into three disjoint sets: documents D, topics T and normal-

ized entities E. RDT and RTE are edge sets that connect nodes

between document-topic and topic-entity pairs, respectively.

Additionally, weights of edges in TTG can be employed

to quantify the degrees of relation strength. In this paper, we

employ a weight wdt(di, t j) ∈ (0, 1) for an edge (di, t j) ∈ RDT

and wte(ti, e j) ∈ (0, 1) for an edge (ti, e j) ∈ RET .

In Fig. 2, we can see that the graph structure of a TTG can

model the relations between the news articles and normalized

entities effectively, using topics as “bridges”. The strength of

the connections is calculated by entity-aware topic modeling,

which will be introduced in the next subsection.

4.2 Graph construction

The TTG construction process includes two parts: (1) named

entity recognition and normalization and (2) entity-aware

topic modeling.

4.2.1 Named entity recognition and normalization

Entities in documents can be automatically recognized by the

NER tagger, such as Conditional Random Fields [22]. Be-

fore we construct the TTG, entity normalization is necessary

to transform entity mentions recognized by NER to normal-

ized forms. In this paper, we employ the algorithm proposed

by Jijkoun et al. [23] for entity normalization, which employs

the techniques of approximate name matching, identification

of missing references and name disambiguation.Due to space

limitations, we omit the details here.

4.2.2 Entity aware topic modeling

Topic models such as LDA [24] can model the latent top-

ics in documents. However, LDA models a document using

the “bag-of-words”model, without taking multi-word entities

or unnormalized entity mentions into consideration. To bet-

ter fit the ER task, we introduce an entity aware topic mod-

eling approach, which models documents as a collection of

textual units, consisting of normalized entities and common

words (denoted as W). Additionally, we remove stop words

and punctuations in these documents. Following the previ-

ous example, given sentence “Port-au-Prince is the capital of

Haiti”, we treat “Port-au-Prince” and “Haiti” as normalized

entities, and “capital” as a common word.

After NER and NEN, LDA is employed to model the

document-topic distributionsΘ (represented as a |D|×|T |ma-

trix) and the topic-textual unit distributionsΦ (|T | × |E ∪W |
matrix) given the document collection D. To generate these

distributions, we model a text corpus as a collection of news

articles and a news article as a collection of normalized en-

tities and common words. We do not distinguish the differ-

ences between normalized entities and common words in this

step and employ the Gibbs sampling algorithm [24] to cal-

culate these distributions. The approaches to generate topic-

word distributions in documents in the previous study and the

topic-textual unit distributions in this paper are the same. Af-

ter we obtain the distribution for each topic (i.e., Φ), we can

identify which normalized entities and common words are

heavily involved in this topic.

In Table 3, we present some topics we discovered in the

collection of news articles w.r.t Haiti Earthquake. We also

manually add a description of each topic to illustrate that this

approach is effective to detect latent aspects in the document

collection and model the relations between topics and enti-

ties. For example, Topics #1 and #2 are obviously more im-

portant in Haiti Earthquake, compared to other topics.

The weights of edges are assigned based on distributions

of entity aware topic modeling. If the probability of a topic

is high in a document, it means the topic and the document

have strong semantic associativity. Therefore, for document

di and topic t j, the weight is defined as wdt(di, t j) = θi, j where

θi, j is the element in the ith row and the jth column of Θ.

Similarly, the semantic relations between topics and entities

can be measured by the topic-textual unit distribution. We

remove columns for topic-common word distributions in Φ,

and denote the rest part of the matrix as Φ̂ (called topic-entity

matrix). For topic ti and entity e j, wte(ti, e j) = φ̂i, j where φ̂i, j
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Table 3 Topics discovered in news articles w.r.t. Haiti Earthquake

Topic Top normalized entities Top common words Description

#1 Haiti, United States, Port-au-Prince earthquake, quake, people The earthquake happened

#2 Haiti days, rescue, alive, miracle The rescue mission

#3 Haiti hospital, patients, amputation Doctors operated on the wounded

#4 - raise, fundraising, donor Fundraising activities

#5 - program, media, discuss Comments in media related to the earthquake

is the element in the ith row and the jth column of Φ̂.

5 Entity ranking algorithm

In this section, we present the ranking algorithm by introduc-

ing ranking functions for the prior ranks of topics and entities.

After that, a meta-path constrained random walk algorithm

is proposed to calculate the ranks of entities by propagating

prior ranks over the TTG. In this way, the semantic relations

between entities and documents and prior knowledge about

entities can be integrated in a unified model.

5.1 Prior entity rank estimation

As discussed in Section 2, we employ a variant of exist-

ing keyword extraction algorithm TextRank [3] to calculate

the prior rank of entities, which is an unsupervised graph-

based ranking model for text processing. In TextRank, a doc-

ument is represented as an undirected graph where vertices

are words. There exists an edge between two words if they

are close enough in the document. In the implementation, we

add an edge between two words if they appear in the same

sentence. After that, the PageRank algorithm is employed

to calculate the scores of words, which are called TextRank

scores. Denote rd(ei) as the TextRank score of entity ei in

document d ∈ D. If entity ei does not exist in document d,

we set rd(ei) = 0. The prior rank of entity ei w.r.t. document

collection D is defined as follows:

r0(ei) =
1∑|E|

j=1 r0(e j)

∑
d∈D

rd(ei).

By using the above approach, we encode the local evidence

of entity importance into NERank+, without considering the

topical coherence among ranks of entities in different docu-

ments.

5.2 Prior topic rank estimation

Entity aware topic modeling can provide prior knowledge

about topics. For example, in Table 3, we can see that Topics

#1 and #2 are directly about major events in Haiti Earthquake

and Topics #3–#5 discuss different aspects related to Haiti

Earthquake, but are less relevant. To facilitate ER, we design

the following quality metrics and calculate the prior ranks of

topics by a ranking function, introduced as follows.

5.2.1 Quality metrics

We present the definitions of the three quality metrics.

Quality metric 1 (Prior probability) Different topics have

different probabilities to be discussed in documents. Some

topics are related to more documents in D (e.g., Topic #1

in Table 3), while others are only related to a few articles

(e.g., Topic #5). We define the prior probability pr(ti) of topic

ti ∈ T using document-topic distributions as

pr(ti) =
1
|D|

|D|∑
j=1

θ j,i.

Because
∑|D|

j=1

∑|T |
t=1 θ j,i = |D|, |D| is served as a normalization

factor for prior probability.

Quality metric 2 (Entity richness) Entity richness mea-

sures the “goodness” of a topic from an entity aspect. As en-

tities play an important role in documents, the “richness” of

entities is a useful signal to measure the quality of topics.

Here, we compute the “richness” as the sum of all probabil-

ities of entities given topic ti, i.e.,
∑|E|

j=1 φ̂i, j. Therefore, the

entity richness score for topic ti is defined as:

er(ti) =
1

Zer

|E|∑
j=1

φ̂i, j,

where Zer =
∑|T |

m=1

∑|E|
n=1 φ̂m,n is a normalization constant.

Quality metric 3 (Topic specificity) Topic specificity mea-

sures the quality of a topic in an information theoretic ap-

proach. Based on the analysis on entities and common words

in each topic, we obverse that some topics are specific about

some events or latent aspects, while others only provide back-

ground information. We extract all probabilities of topic ti in

all d ∈ D as a |D|-dimensional vector 〈θ1,i, θ2,i, . . . , θ|D|,i〉. Sim-

ilar to entropy, the unnormalized “specificity” of topic ti can
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be computed as

t̃s(ti) =
|D|∑
j=1

θ j,i log2 θ j,i.

High “specificity” value means that there is no significant

“burst” in topic distributions, which filters out topics that are

only strongly related to few documents. However, if a topic

rarely appears in any documents, it may receive a relatively

high “specificity” score. In the implementation, we add a

heuristic rule to avoid this problem: if the prior probability

pr(ti) is smaller than a small threshold ε, we set ts(ti) = 0.

Hence, the topic specificity of ti is defined as:

ts(ti) =

⎧⎪⎪⎨⎪⎪⎩
0, pr(ti) < ε;
1

Zts

∑|D|
j=1 θ j,i log2 θ j,i, pr(ti) � ε,

where Zts =
∑|T |

i=1 ts(ti) is a normalization factor.

5.2.2 Ranking function

Combining the three quality metrics together, we can gen-

erate a feature vector for each topic ti ∈ T , i.e., �F(ti) =

〈pr(ti), er(ti), ts(ti)〉. Denote �W as the weight vector where

each element in �W gives different importance for different

features such that ∀wi > 0 and
∑

i wi = 1. Thus, the prior

rank for topic ti is defined as r0(ti) = �WT · �F(ti).

To learn the weights �W for the features, we employ the

max-margin technique introduced in [25]. Given two topics

ti and t j and their respective top common words and normal-

ized entities, if ti is a more important topic than t j, judged by

human annotators, we have r0(ti) > r0(t j). This implies that

the following constraint holds:

�WT · �F(ti) − �WT · �F(t j) � 1 − ξi, j,

where ξi, j � 0 is a slack variable. This learning problem can

be modeled as training a linear SVM classifier with the ob-

jective function ‖ �W‖22 + C · ∑i, j ξi, j, where C is a tolerance

parameter.

5.2.3 Discussion

An remaining issue related to the three quality metrics is that

these metrics are not necessarily statistically independent. In

Table 4, we present the pairwise Pearson correlation between

these quality metrics based on our dataset TimelineData (see

Section 6). We can see that the positive correlation does ex-

ist among these metrics. However, this issue does not in fact

harm the performance of NERank+. This is because we em-

ploy an SVM based approach to determine which topics are

“good” and which are “bad”. The features (i.e., quality met-

rics in this case) do not need to be un-related since we do not

try to model the generation process of the data. Additionally,

our experiments show that adding more quality metrics can

improve the performance of NERank+.

Table 4 Correlation between three quality metrics

Metric 1 Metric 2 Metric 3

Metric 1 1 0.7813 0.8134

Metric 2 0.7813 1 0.7647

Metric 3 0.8134 0.7647 1

5.3 Meta-path constrained random walk algorithm

With prior ranks of topics and entities estimated, we aim to

propagate prior ranks to other nodes in order to obtain final

entity ranks by considering the correlation among documents,

topics and entities.

In a TTG, we observe that only topic nodes are connected

with all other types of nodes (i.e., documents and entities).

Thus, we define topic-centric meta-paths to constrain the be-

havior of random walkers. Denote x → y as the action where

the random surfer walks from x to y. We define two types

of meta-paths to embed the semantics of document-topic and

topic-entity relations, shown as follows:

Definition 3 (TDT meta-path) A TDT meta-path is a path

defined over a TTG GD which has the form ti → d j → tk
where ti, tk ∈ T and d j ∈ D.

Definition 4 (TET meta-path) A TET meta-path is a path

defined over a TTG GD which has the form ti → e j → tk
where ti, tk ∈ T and e j ∈ E.

TDT meta-paths encode the mutual enforcement effect be-

tween ranks of documents and topics. The assumption is that

“good” documents relate to “good” topics and vice versa.

TET meta-paths update the ranks of entities and pass the rank

back to topic nodes for the next iteration of random walk.

Because random walk algorithms in meta-paths are effec-

tive for inference based on previous research [26], we com-

pute the ranks of entities by meta-path constrained random

walk. To better fit the graph structure of a TTG, we require

that the random surfer is only allowed to walk along TDT

and TET meth-paths. To specify, the random surfer begins by

selecting a topic node ti ∈ T with probability r0(ti) (i.e., the

prior rank of ti) as the starting point. Next, the surfer makes

the transfer along TDT and TET meta-paths, or jumps entity

or topic nodes with the probability proportional to the respec-

tive prior ranks. Denote α, β and γ as random walk parame-
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ters where α > 0, β > 0, α + β < 1 and 0 < γ < 1. One

iteration of the random walk process is shown as follows:

• Choice 1 With probability α, the random surfer walks

through a TDT meta-path ti → d j → tk. d j is selected

with probability θ j,i/
∑

dk∈D θk,i for all d j ∈ D. Next, tk is

selected with probability θ j,k for all tk ∈ T .

• Choice 2 With probability βγ, the random surfer walks

through a TET meta-path ti → e j → tk. e j is selected

with probability φ̂i, j/
∑

ek∈E φ̂i,k for all e j ∈ E. Next, tk is

selected with probability φ̂k, j/
∑

tm∈T φ̂m, j for all tk ∈ T .

• Choice 3 With probability β(1 − γ), the random surfer

walks through a TET meta-path ti → e j → tk. e j is se-

lected with probability r0(e j) for all e j ∈ E. Next, tk is

selected with probability φ̂k, j/
∑

tm∈T φ̂m, j for all tk ∈ T .

• Choice 4 With probability 1−α−β, the random surfer

jumps to a topic node t j. t j is selected with probability

r0(t j) for all t j ∈ T .

This random walk process can be repeated iteratively un-

til the system reaches equilibrium. Each entity node ei will

receive a score s(ei), indicating the number of visits by ran-

dom surfers. Thus, the rank of an entity ei is computed as

r(ei) = s(ei)/
∑

e j∈E s(e j).

We present the pseudo code for the implementation of

the meta-path constrained random walk algorithm in the fol-

lowing. It begins with the initialization of counters for doc-

uments, topics and entities. After that, the meta-path con-

strained random walk processes iterates until the ranks of en-

tities converge2). Finally, a collection of 〈entity, rank〉 pairs

are returned.

Because the meta-path constrained random walk algorithm

is a random algorithm, it is difficult to qualify the complexity

of the algorithm. In an ER task, the number of topics is set as

a constant. Thus, the runtime complexity is O(k|D||E|) where

k is the number of iterations. While the number of iterations

k can not be determined beforehand, in Section 4, we prove

that this algorithm has a close form solution. Therefore, this

algorithm can be also implemented as matrix computation. In

the experiments, we can see that it takes less than ten seconds

to calculate the entity ranks in our test set. As for the space,

we only need to store the prior ranks of entities and topics,

the document-topic distribution matrixΘ and the topic-entity

matrix Φ̂, together with the counters for all the nodes in the

TTG. Thus, the space complexity is O(|D||E|). Therefore, our

algorithm is highly efficient for both running time and mem-

ory consumption.

Algorithm Meta-path constrained random walk algorithm

1: // counter initialization

2: for each di ∈ D do

3: n(di) = 0;

4: end for

5: for each ti ∈ T do

6: n(ti) = 0;

7: end for

8: for each ei ∈ E do

9: n(ei) = 0;

10: end for

11: // random walk process

12: Select ti ∈ T as the starting point with prob. r0(ti);

13: while not converge do

14: Generate random number: r = Random(0, 1);

15: if r < α then

16: Generate a TDT meta-path ti → dj → tk based on Choice 1;

17: n(ti) = n(ti) + 1, n(dj) = n(dj) + 1, n(tk) = n(tk) + 1;

18: else if r < α + βγ then

19: Generate a TET meta-path ti → e j → tk based on Choice 2;

20: n(ti) = n(ti) + 1, n(e j) = n(e j) + 1, n(tk) = n(tk) + 1;

21: else if r < α + β then

22: Generate a TET meta-path ti → e j → tk based on Choice 3;

23: n(ti) = n(ti) + 1, n(e j) = n(e j) + 1, n(tk) = n(tk) + 1;

24: else

25: Jump to ti ∈ T with prob. r0(ti);

26: n(ti) = n(ti) + 1;

27: end if

28: end while

29: // entity rank calculation

30: for each ei ∈ E do

31: r(ei) =
s(ei)∑

e j∈E s(e j )
;

32: end for

33: return Pairs of entity ranks R = {〈ei , r(ei)〉|ei ∈ E};

5.4 Close form solution

We prove that the random walk algorithm of NERank+ will

converge after a sufficient number of iterations, and derive the

close-form solution of NERank+.

Let Tn denote the |T | ×1 matrix which represents the ranks

of topics in the nth iteration. Specially, T0 is the prior rank

matrix of topics. Let En denote the |E| × 1 entity rank ma-

trix in the nth iteration. E0 is the prior rank matrix of entities.

Based on the random walk process, the rank update of top-

ics for TDT meta-path is formulated as: Tn = Θ
T
RΘ · Tn−1

where ΘR is the row-normalized matrix of Θ. Similarly, for

TET meta-path, we have Tn = Φ̂CΦ̂
T
R · Tn−1 where Φ̂R and

Φ̂C are the row-normalized and column-normalized matrices

2) In the implementation, the ranks of entities converge if the l2 norm of the rank vector offset in two iterations is smaller than 0.01
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of Φ̂, respectively.

Based on the random walk process in one iteration, the up-

date rule of topic ranks is formulated in a recurrent form:

Tn = α·ΘT
RΘ·Tn−1+β·Φ̂C(γΦ̂T

R·Tn−1+(1−γ)E0)+(1−α−β)·T0.

For simplicity, we define M = α · ΘT
RΘ + βγ · Φ̂CΦ̂

T
R and

C = β(1 − γ) · Φ̂CE0 + (1− α− β) ·T0. Therefore, the update

rule is: Tn =M ·Tn−1 +C. Thus the non-iteration form of the

update rule is: Tn =Mn · T0 +
∑n−1

i=0 Mi · C.

Consider the l1-norm of matrix M:

‖M‖1 � α · ‖ΘT
RΘ‖1 + βγ · ‖Φ̂CΦ̂

T
R‖1.

Because ΘT
RΘ and Φ̂CΦ

T
R are again transition matrices, we

have ‖ΘT
RΘ‖1 = 1 and ‖Φ̂CΦ

T
R‖1 = 1. Thus, ‖M‖1 � α+βγ <

α + β < 1. Denote ρ(M) as the spectral radius of M. Because

ρ(M) � ‖M‖1 < 1, the convergence of the power sequence of

M is stated as limn→∞Mn = 0.

Let I be the |T | × |T | identity matrix. Then we have

limn→∞
∑n−1

i=0 Mi = (I −M)−1. The limit of matrix series {Tn}
is derived as:

lim
n→∞Tn = lim

n→∞Mn · T0 + lim
n→∞

n−1∑
i=0

Mi · C = (I −M)−1C,

which means the ranks of topics will converge in NERank+.

Therefore, the close form solution of topic rank vector T∗ is:

T∗ = (I−α·ΘT
RΘ−βγ·Φ̂CΦ

T
R)−1·(β(1−γ)·Φ̂CE0+(1−α−β)·T0).

The rank of entities En can be derived by the rank of top-

ics: En = γΦ
T
R · Tn + (1 − γ)E0. Denote E∗ as the close form

solution of entity rank vector. We have

E∗ = γΦT
R · (I − α ·ΘT

RΘ − βγ · Φ̂CΦ
T
R)−1 · (β(1 − γ) · Φ̂CE0

+(1 − α − β) · T0) + (1 − γ)E0,

where the rank of entity ei (i.e., r(ei)) is the ith element in E∗.

6 Experiments

In this section, we conduct extensive experiments on news

datasets to evaluate the performance of NERank+. We also

compare our method with baselines and present case studies

to make the convincing conclusion.

6.1 Datasets and experimental settings

We use three newswire datasets in our experiments. Two

datasets (i.e., TimelineData [27] and CrisisData [28]) are En-

glish news collections which have been employed in previ-

ous research. Because the number of events in these datasets

is relatively small, we addtionally use our own Chinese news

dataset for evaluation (i.e., EduData), described as follows:

• TimelineData The dataset has 4,650 news articles that

are related to 17 international events, such as BP Oil

Spill, Iraq War, etc. Each group of news articles belongs

to a news agency, such as BBC, CNN, etc.

• CrisisData The dataset contains 15,534 news arti-

cles that report four armed conflicts. These articles are

published by 24 news agencies, obtained using Google

search engine.

• EduData The dataset contains 2,041 news articles

that report 39 popular educational events in China in

2015, including Cheating in College Entrance Exam,

Fudan Poisoning Case, etc. These articles are crawled

from famous Chinese news websites, such as Sina.com,

163.com, etc.

To generate document collections, for English news

datasets, we randomly sample 100 documents from news ar-

ticles related to the same event at each time. In total, we have

34 document collections from TimelineData and 16 from Cri-

sisData. Besides, we use all 39 document collections in Edu-

Data. We conduct separate experiments on all document col-

lections in the experiments.

In the following, we illustrate the detailed statistics of these

news articles. In Fig. 3, we present the distribution of the

number of sentences per news article. In average, there are

26.4 sentences per news article. Most news articles (67.3%)

have 10–50 sentences. We also analyze the distribution of the

number of normalized entities per news article, of which the

results are shown in Fig. 4. Although approximately 4.8% of

all the news articles have no named entities, the average num-

ber of normalized entities per news article is 6.4.

Fig. 3 Distribution of the number of sentences per news article

In the implementation, all the codes are written in JAVA.

The experiments are conducted on a single machine with
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2.9GHz CPU and 16GB memory. We use the open-source

software JGibbLDA to estimate the parameters in topic mod-

eling, Stanford Named Entity Tagger for English NER and

Ansj for Chinese NER.

Fig. 4 Distribution of the number of normalized entities per news articles

6.2 Evaluation method

To our knowledge, there is no existing standard benchmark

to evaluate the performance of ER addressed in this paper.

Here, we introduce our ground truth acquisition method and

evaluation metrics for ER.

6.2.1 Ground truth acquisition

For ground truth, we first obtain the English news summaries

of each document collection from [27, 28], which are man-

ually created by professional journalists. Based on the event

summaries, we recruit a group of CS graduates to label nor-

malized entities into four classes: “most important”, “im-

portant”, “related” and “unrelated”. Following the evaluation

framework in [29], we calculate the average score among all

human labelers for each normalized entity based on the rank

score table in Table 5. We finally have a ranked list of 15

normalized entities w.r.t. a document collection, which are

regarded as “key” entities.

Table 5 Rank score table for ground truth acquisition

Rank level Score Example entities w.r.t. Haiti Earthquake

Most important 3 Haiti, Port-au-Prince

Important 2 United Nations, United States

Related 1 Bill Clinton, France

Unrelated 0 BBC

6.2.2 Evaluation metrics

To evaluate different algorithms for ER, we compare the top-k

entities generated by machines with the ground truth ranking

list. We employ Precision@K (K = 5, 10, 15) and Average

Precision as evaluation metrics. For multiple document col-

lections, we take the average as results and report Average

Precision@K (Avg P@K) and MAP in this paper.

To compare NERank+ with baselines, we additionally use

paired t-test to evaluate the level of statistical significance.

It is a special case of one-sample t-test to test the null hy-

pothesis that the difference between two measurements is

equal to zero. Let f1, f2, . . . , fn be the respective ER perfor-

mance w.r.t. n document collections using a baseline method

under a certain evaluation metric, and f ∗1 , f
∗
2 , . . . , f

∗
n be the

ER performance using NERank+ under the same evaluation

metric. The sample mean and the standard deviation are as:

f̄ = 1
n

∑n
i=1( fi − f ∗i ) and s =

√
1

n−1
∑n

i=1( fi − f ∗i − f̄ )2. The

paired t-test uses ts =
f̄

s/
√

n
as the test statistic and reports the

p-value, indicating whether NERank+ outperforms the base-

line with statistical significance.

6.3 Experimental results and analysis

In this subsection, we study the effectiveness of our model

NERank+ under different configurations, and compare them

with competitive baselines. For parameter analysis, we use

five document collections from TimelineData and five from

CrisisData as the development set to show how the perfor-

mance is affected by the parameters. The rest of document

collections are employed as the test set for comparison with

baselines.

6.3.1 Parameter analysis

We analyze how the settings of parameters (i.e., the number

of topics in topic modeling |T | and parameters in the random

walk process α, β and γ) in NERank+ can effect the perfor-

mance of ER. We present the experimental results when we

vary only one parameter at each time.

Because in NERank+, both prior ranks of entities and top-

ics are embedded in the model, we first ignore the effects of

prior topic ranks and set γ = 0. In Fig. 5, we fix α = β = 0.4

and and change the number of topics of the topic model. It

can be seen that although it is relatively hard to determine the

number of topics, the performance of NERank+ is not sensi-

tive to this issue when the topic number is not too extreme.

This is because when the topic number is too small, named

entities and common words that are related to different as-

pects are likely to be “merged” into a single topic. When it

is too large, each topic may carry little semantic meaning. In

Fig. 5, we find that our approach achieves the highest perfor-

mance with |T | = 10.

In Figs. 6 and 7, we set |T | = 10 and one parameter (α

or β) to be 0.4 and vary the other. It shows that our algo-

rithm is also not sensitive to the change of parameters α or
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β. Therefore, as long as the parameters |T |, α and β are not

set to extreme values, NERank+ can achieve high and rela-

tively stable performance. Note that the weight vector �W in

the ranking function can be learned automatically and does

not need to be tuned. We manually label 500 topic pairs to

train the ranking model, and set |T | = 10 and α = β = 0.4 in

following experiments.

Fig. 5 Performance of NERank+ varying number of topics

Fig. 6 Performance of NERank+ varying α

Fig. 7 Performance of NERank+ varying β

Next, we focus on evaluating the effectiveness of prior en-

tity ranks by varying the value of γ from 0.1 to 0.9, with

experimental results shown in Fig. 8. Intuitively, a larger

γ will increase the importance of the prior entity ranks in

NRank+; and at the same time decrease the importance of

the topical coherence of ER between different topics and doc-

uments. Figure 8 shows this trade-off, indicating our method

can achieve the best performance when the value of γ is 0.3.

Fig. 8 Performance of NERank+ varying γ

6.3.2 Comparison with baselines

To our knowledge, there is no prior work concerning ranking

entities directly from document collections. In this paper, we

take simple ranking approaches, keyword extraction methods

and variants of NERank+ as baselines:

• Frequency It ranks normalized entities based on the

frequencies in the document collections.

• TextRank [3] It employs the graph-based ranking al-

gorithm TextRank to generate a ranked list of words

and entities, and next filters out common words. This

method is equivalent of using prior entity ranks only.

• LexRank [13] It constructs a lexical centrality matrix

based on word similarity and selects top-k entities based

on the eigenvectors of the matrix.

• Kim et al. [15] It is a keyword extraction algorithm

based on semantic similarity between words.

• NERankUni It is the variant of our approach which sets

prior topic ranks uniformly.

• NERankα=0 It is the variant of our approach which sets

α = 0 in random walk and thus ignores the semantic re-

latedness between documents and topics.

• NERank [6] It is the full implementation of the algo-

rithm proposed in our conference paper [6].

The results are shown in Table 6. We can see our method

outperforms baselines Frequency, TextRank [3], LexRank

[13] and Kim et al. [15]. We believe this is because these clas-

sical methods mostly capture the statistical characteristics of

words and do not exploit the latent topics in document collec-

tions. For example, based on Fig. 4, approximately 4.8% of
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news articles have no named entities, and thus do not provide

any evidence of entity ranks in these methods. In contrast,

NERank+ considers the global coherence of ER by estimat-

ing prior topic ranks.

Table 6 Evaluation results of different methods

Method Avg P@5 Avg P@10 Avg P@15 MAP

Frequency 0.82� 0.76� 0.71� 0.77�

TextRank 0.85� 0.81 0.71� 0.79�

LexRank 0.83� 0.79� 0.71� 0.78�

Kim et al. 0.86 0.78� 0.75� 0.83

NERankUni 0.78� 0.74� 0.70� 0.76�

NERankα=0 0.68� 0.60� 0.69� 0.61�

NERank 0.91 0.83 0.76 0.87

NERank+ 0.92 0.86 0.80 0.88

Note: �: p-value�0.05

The comparison between the variants and NERank+ shows

that our prior entity and topic rank estimation approaches and

meta-path constrained random walk algorithm are effective to

boost the performance of ER. The results of paired t-test be-

tween NERank+ and six baseline methods (i.e., Frequency,

TextRank, LexRank, Kim et al., NERankUni and NERankα=0)

confirm that our method outperforms these approaches signif-

icantly with the confidence level of 95%. The performance of

NERank+ has slight improvement over our prior work NER-

ank in [6].

6.3.3 Effectiveness of topic quality metrics

One major contribution of NERank+ is that it can compute

the “goodness” of topics by using three quality metrics. Ta-

ble 7 illustrates the values of these metrics of five topics w.r.t.

Haiti Earthquake (see Table 3). From the results, we can see

that topics related to major aspects (i.e., Topics #1 and #2)

have high values of all three metrics, compared to the other

two topics. This means, these metrics are effective to distin-

guish meaningful or background topics, which is consistent

with our intuition.

Table 7 Values of three quality metrics w.r.t. topics in Table 3

Topic Metric 1 Metric 2 Metric 3

#1 0.231 0.187 0.256

#2 0.258 0.146 0.232

#3 0.169 0.112 0.134

#4 0.091 0.043 0.043

#5 0.034 0.021 0.012

In order to demonstrate which quality metrics are more ef-

fective, we evaluate the precision performance of our method

NERank+ with different quality metric sets. The experimen-

tal results are shown in Fig. 9. We can see that NERank+ can

obtain the best result with all metrics combined. Furthermore,

the precision achieved by our method that employs entity

richness and/or topic specificity is higher than the precision

obtained by NERank+ using prior probability. This means,

entity richness and topic specificity are more important and

effective for the ER process.

Fig. 9 Performance of NERank+ with different quality metric sets (Prior
probability, entity richness and topic specificity are abbreviated as PR, ER
and TS, respectively)

6.3.4 Efficiency performance

We evaluate the efficiency performance of our approach and

compare it with other methods. Figure 10 illustrates the CPU

time required for retrieving top-10 entities from document

collections. We only list the efficiency performance for four

events in CrisisData which have largest number of distinct

entities. For fair comparison, all the pre-processing steps

and offline modeling training have been done before run-

ning different ranking algorithms. Frequency is the most

naive approach and thus the running time is the smallest. Our

Fig. 10 Efficiency comparison between different methods

approach NERank+ is slightly slower than TextRank because

TextRank is regarded as a module in NERank+. For all the

four events, NERank+ use less than ten seconds. LexRank

and Kim et al. are slower than NERank+, using over ten sec-

onds in most cases.
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6.3.5 Case study on real-life events

We present the ER results of five events generated from their

respective news articles. Due to space limitation, we only

present top-10 entities of each event, shown in Table 8. Take

the case “BP Oil Spill” as an example. The top-10 entities

includes key elements involved in the BP Oil Spill disaster

happened in 2010, including the BP former CEO Tony Hay-

ward, major locations where the disaster took place such as

Gulf of Mexico, the company BP and other parties that were

involved in the event (e.g., Coast Guard). It can be seen that

our approach can extract and rank entities from a collection

of documents effectively.

Table 8 Top-10 entities of news articles related to five international events

Event BP Oil Spill Iraq War Financial Crisis Death of Michael Jackson Haiti Earthquake

1 BP Iraq Barack Obama Michael Jackson Haiti

2 Gulf of Mexico Saddam Hussein United States Conrad Murray Port-au-Prince

3 Barack Obama United States George Bush Los Angeles United States

4 Louisiana George Bush China Jermaine Jackson United Nations

5 Coast Guard United Kingdom Washington United States European Union

6 United States Tony Blair Wall Street AEG Red Cross

7 Tony Hayward Baghdad Federal Reserve System California Caribbean

8 Deepwater Horizon Basra International Monetary Fund Leona Lewis Barack Obama

9 Florida United Nations Ben Bernanke Justin Bieber Wyclef Jean

10 Transocean Europe Europe Edward Chernoff Disasters Emergency Committee

7 Conclusion and future work

In this paper, we propose and solve the problem of ER.

We design a TTG model to represent the semantic relations

between documents, topics and entities. A meta-path con-

strained random walk algorithm is proposed to calculate the

ranks of entities after estimating the prior ranks of entities and

topics. The experimental results on two datasets demonstrate

that the proposed approaches outperform several competitive

baselines and achieve accurate results.

There are two pieces of future work. As discussed in Sec-

tion 3, entity linking and ranking can be combined into a joint

task so that the performance of both tasks can be mutually

reinforced. Another piece of future work is related to other

data sources. Currently, NERank+ only works with plain

document collections. With proper extension, we can rank

entities in other types of data sources such as tweets and Web

pages.
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