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Abstract. Medical text mining aims to learn models to extract useful
information from medical sources. A major challenge is obtaining large-
scale labeled data in the medical domain for model training, which is
highly expensive. Recent studies show that leveraging massive unlabeled
corpora for pre-training language models alleviates this problem by self-
supervised learning. In this paper, we propose EMBERT, an entity-level
knowledge-enhanced pre-trained language model, which leverages several
distinct self-supervised tasks for Chinese medical text mining. EMBERT
captures fine-grained semantic relations among medical terms by three
self-supervised tasks, including i) context-entity consistency prediction
(whether entities are of equivalence in meanings given certain contexts),
ii) entity segmentation (segmenting entities into fine-grained semantic
parts) and iii) bidirectional entity masking (predicting the atomic or
adjective terms of long entities). The experimental results demonstrate
that our model achieves significant improvements over five strong base-
lines on six public Chinese medical text mining datasets.

Keywords: Pre-trained language model · Chinese medical text
mining · Self-supervised learning · Deep context-aware neural network

1 Introduction

The outbreak of COVID-19 brings an urgent need for text mining techniques to
discover valuable medical information automatically [14,30]. Although a lot of
medical texts have been accumulated online, training models for medical text
mining often require large-scale annotated data. A significant challenge arises
in that labeling high-quality medical data is expensive since the data must be
collected by experts with domain knowledge.

Pre-trained Language Models (PLMs) trained on unlabeled data ease the
demand for annotated data by self-supervised learning [1,5]. Existing works on
PLMs often focus on the general domain. For example, BERT [9], SpanBERT

c© Springer Nature Switzerland AG 2021
L. H. U et al. (Eds.): APWeb-WAIM 2021, LNCS 12858, pp. 242–257, 2021.
https://doi.org/10.1007/978-3-030-85896-4_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85896-4_20&domain=pdf
https://doi.org/10.1007/978-3-030-85896-4_20


EMBERT: A Pre-trained Language Model for Chinese Medical Text Mining 243

Table 1. Characteristics of Chinese medical texts, including i) diversity of synonyms,
ii) nestification of entities and iii) misunderstanding of long entities in different medical
text mining tasks. The blue underscore contents corresponding to English translations
in brackets are shown to explain why this example belongs to the underlying category.

[18], XLNet [35] and SemBERT [39] outperform previous models in various down-
stream NLP tasks [4,16,33,34], which are pre-trained over large-scale unstruc-
tured corpora collected from Wikipedia or BookCorpus [9]. However, applying
models for the general domain directly to the closed domain usually leads to
unsatisfactory result due to the differences in text characteristics [24]. To the
best of our knowledge, MC-BERT [36] is the only Chinese medical pre-trained
model, which merely applies the whole-word level masking with domain-specific
entities and phrases to Chinese medical corpus, neglecting the internal relations
of medical entities. We hypothesis that the pre-training method of MC-BERT
is sub-optimal, as we observe that there exist three unique characteristics in
Chinese medical texts, illustrated in Table 1.

i) Diversity of Synonyms: Many terms with different surface forms actually
refer to the same concept. Specially, the colloquial expressions and profes-
sional terminology of a medical concept may be seemingly irreverent. For
example, although “ ” (tuberculosis in modern medicine) and “ ”
(consumption in traditional Chinese medicine) mean the same disease, it is
difficult for models to learn without medical background knowledge.

ii) Nestification of Entities: In the Chinese medical knowledge graph, a
lot of Chinese medical entities contain multiple sub-entities. For example,
in the entity “ ” (COVID-19), both “ ” (pneumonia)
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and “ ” (novel coronavirus) are also entities in the KG. In
previous works, MC-BERT [36] only masks the complete entity, neglecting
the fine-grained information of the sub-entities.

iii) Misunderstanding of Long Entities: Besides the above characteristics,
there are also strong semantic relations among those sub-entities. Existing
open-domain PLMs [31,36] do not consider the semantic relations between
the core entities (named atomic terms) [21] and the entities other than
the atomic terms in the long entities (named adjective terms). Refer to the
example w.r.t. “ ” (diabetes) and “ ” (diabetic ketoacidosis)
in Table 1.

In this paper, we propose EMBERT, a pre-trained model for Chinese med-
ical text mining1. EMBERT leverages three novel self-supervised tasks for pre-
training that are utilized to model Chinese medical entities in fine grains:

• Context-Entity Consistency Prediction: In the medical knowledge
graph2, we leverage the relation “SameAs” to build a thesaurus and replace
terms with their synonyms in the corpus to generate more training samples.
For each sample, we promote our model to predict whether the entities for
replacing are consistent with its context.

• Entity Segmentation: We segment long entities by our rule-based system
and label the resulting sub-entities contained in the entity. Then, our model is
trained to predict sub-entities with labels mentioned above as ground-truth.

• Bidirectional Entity Masking: For each long entity, we merge the sub-
entities into an adjective term and an atomic term. Meanwhile, we propose a
bidirectional masking strategy to capture internal semantic relations within
the long entity. We mask the adjective term and predict it based on the
representation of atomic terms and vice versa.

In the experiments, we choose BERT-base [9], BERT-wwm [6], RoBERTa [23],
ERNIE [38], MC-BERT [36] as the baseline models and apply our model to six
Chinese medical datasets to evaluate its performance. The results shows that
EMBERT achieves significant improvement compared to strong baselines on all
six datasets. In summary, our work contributions are as follows:

• We propose a novel Chinese medical PLM by modeling the distinct charac-
teristics of medical terms, which is named EMBERT.

• Three self-supervised learning tasks are introduced to capture the semantic
relations at the entity level, including context-entity consistency prediction,
entity segmentation and bidirectional entity masking.

• Experimental results on six Chinese medical text mining datasets show that
our model achieves significant improvement over strong baselines.

The rest of this paper is organized as follows. Section 2 summarizes the related
work on PLMs. Details of our approach for Chinese medical text mining are
1 “EMBERT” refers to Entity-rich Medical BERT.
2 http://www.openkg.cn/.

http://www.openkg.cn/
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described in Sect. 3. Implementation detailed and experimental results are pre-
sented in Sect. 4. Finally, We summarize our paper and discuss the future work
in Sect. 5.

2 Related Work

We overview the related work on open-domain and domain-specific PLMs.

2.1 Pre-trained Language Models in the Open Domain

As discovered, the meaning of a word depends on the context [2,8,29]. Hence,
several PLMs have been proposed to learn context-aware word distributed repre-
sentations. ELMo [26] is proposed to extract context-sensitive features leveraging
bidirectional long short-term memory networks (LSTMs) [13]. However, feature-
based language models such as ELMo only produce token representations that
serve as basic input features, rather than acting as a backbone encoder. Recently,
a two-stage training paradigm, namely pre-training and fine-tuning, is proposed
to train models on large-scale corpora to learn general syntactic and semantic
knowledge. Next, the models are fine-tuned on downstream tasks. SA-LSTMs
[7] is proposed to train auto-encoders by LSTM, achieving a more stable train-
ing process and generalizing better. OpenAI GPT [27] utilizes multiple trans-
former decoder layers [32], and learns contextualized token representations by
unidirectional auto-regressive language model objective. BERT [9] (as well as its
robustly optimized version RoBERTa [23]) is trained based on bidirectional trans-
former architecture by two novel self-supervised tasks, including mask language
modeling (MLM) and next sentence prediction (NSP). Following BERT, a large
number of PLMs have been proposed to further improve performance in various
NLP tasks, leveraging the following three techniques, such as self-supervised pre-
training (Baidu-ERNIE [31] and spanBERT [18]), encoder architectures (XLNet
[35]) and multi-task learning (MT-DNN [22]).

2.2 Pre-trained Language Models in Medical Domain

Developing PLMs in the medical domain has been a hot topic recently. To the
best of our knowledge, BioBERT [20] is the first work that preforms continu-
ous pre-training on a biomedical domain corpora (PubMed abstracts and PMC
full-text articles) based on BERT in English. BlueBERT [25] is pre-trained on
PubMed abstracts and MIMIC-III clinical notes and evaluated on the Biomed-
ical Language Understanding Evaluation (BLUE) benchmark. ClinicalBert [15]
utilizes the clinical notes including lab values and medications instead of plain-
text data based on BERT. Meanwhile, PubMedBERT [10] learns model weights
from scratch by large-scale training corpus and argues that the key point of
training domain-specific PLMs is learning from scratch, which can obtain an
in-domain vocabulary, alleviating the out-of-vocabulary (OOV) problem. Yet
there are very few works on Chinese medical PLM, mainly due to the limita-
tions of data resources. The work MC-BERT [36] proposes the entity masking
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Fig. 1. Model overview. EMBERT incorporates three novel self-supervised pre-training
tasks: context-entity consistency prediction, entity segmentation and bidirectional
entity masking. Contents in brackets refer to English translations. (Best viewed in
color.) (Color figure online)

and phrase masking mechanisms in a coarse-grained aspect to learn the medical
word representations from a medical corpora while neglects the internal relations
of medical entities. In this paper, we propose three novel self-supervised tasks in
fine-grained entity-level aspects to further enhance the understanding of Chinese
medical texts.

3 The EMBERT Model

In this section, we formally present EMBERT, a self-supervised PLM for Chinese
medical text mining. We first introduce three novel pre-training tasks, namely
context-entity consistency prediction, entity segmentation and entity bidirec-
tional masking. Finally, we give the whole training loss of EMBERT. Figure 1
illustrates our model architecture.

3.1 Context-Entity Consistency Prediction

In Chinese medical knowledge graphs, there is a kind of relation “SameAs”, mean-
ing that two entities refer to the same concept, such as “ ” (cataract) and
“ ” (phacoscotasmus). We build a thesaurus leveraging the relations
mentioned above and replace a target entity with its synonym or a randomly
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selected entity, increasing the training samples simultaneously. In this task, we
promote our model to predict whether the given entity is consistent with its
context. If an entity is replaced with its synonym, the meaning would still be
consistent. Formally, we denote the output token representations of the PLM
by x1, · · · ,xn. The output tokens of the i-th replaced entity are xsi

, · · · , xei
,

where (si, ei) means the starting position and the ending position of the entity.
Particularly, we predict the consistency of the entity with its context as ci using
the output context-aware encodings of its boundary token xsi−1 and xei+1 as
yi:

yi = f (xsi−1,xei+1) (1)

We implement the representation function fc(·) as a 1-layer feed-forward
network with the GeLU activate function [12] and layer normalization [3].

hi = [xsi−1;xei+1]
yi = LayerNorm (GeLU (W1hi))

(2)

where W1 is the trainable matrix. We then utilize the vector representation yi to
predict ci. The loss function of this task (denoted as Leccp) is shown as follows:

pθ(ci | yi) = SoftMax(W2yi)

Leccp = −
∑N

i=1 mi logpθ (ci | yi)
N

(3)

where W2 is the trainable matrix, mi is the ground-truth label (consistent or
inconsistent) and N is the total number of entities.

3.2 Entity Segmentation

As long entities usually have complicated semantic meanings, in this task, we
promote the model to segment the entities into semantic parts. The ground-truth
labels are given by our rule-based system depicted in the Appendix.

In practice, the model is asked whether the given position t is the end of a sub-
entity or not, and the prediction from the model is marked as st. Formally, given
the i-th nested entity xsi

, · · · , xei
, we further split it into j-th fine-grained sub-

entities xsij
, · · · , xeij

. As the last tokens of sub-entities are the split positions, we
label xeij

as positive, with the rest of the tokens in the entities labeled as negative.
Tokens in the non-entity part of the sentence are ignored. We implement the
token representation yt and the loss of this task similar to token-level masked
language modeling while we only have two categories for the model to predict:

yt = tanh (W3LayerNorm (GeLU (W4xt)) + b)
pθ(st | yi) = SoftMax(W5yt)

(4)

where the matrices W3,W4 and W5 are initialized randomly. The loss function
of entity segmentation Lest is as follows:

Lest = −
N∑

i=1

mt logpθ (st | yt) (5)

where mt is the ground-truth label and N is the length of the sentence.
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3.3 Bidirectional Entity Masking

We observe that long entities can be further divided into two parts: adjective
terms and atomic terms. In this task, we mask one of the components and predict
it based on the other and vice versa. Hence, the bidirectional masking strategy
can model the relationship between semantic units in long entities.

Formally, we denote the adjective term as xsadji
, · · · , xeadji

and the atomic
term as xsatoi

, · · · , xeatoi
. We take the case of masking the atomic term as an

example. We represent the token in the atomic term utilizing the output hidden
state vector xsadji

,xeadji
, as well as the relative position embedding pj−satoi

of
the target token:

yj = fb

(
xsadji

,xeadji
,pj−satoi

)
(6)

The representation function fb(·) is 2-layer feed-forward network with GeLU and
layer normalization similar to spanBERT [18]:

h0
j =

[
xsadji

;xeadji
;pj−sadji

]

h1
j = LayerNorm

(
GeLU

(
W6h0

j

))

yj = LayerNorm
(
GeLU

(
W7h1

j

))
(7)

We use the vector representation yj to predict the token xj and compute the
cross-entropy loss Latoi

bem for the i-th entity similar to MLM:

pθ(xj | yj) =
exp(yj ·wj)

∑K
k=1 exp(yj ·wk)

Latoi

bem = −
eatoi∑

j=satoi

mj logpθ (xj | yj)
(8)

where K is the size of the vocabulary and wj is the representation of the embed-
ding layer of the true token in the position j in the original sentence.

Those Latoi

bem sum to Lato
bem. Similarly, We acquire Ladj

bem for predicating the
adjective term and the loss of this task Lbem is the sum of the two mentioned
loss functions, i.e.,

Lbem = Lato
bem + Ladj

bem (9)

3.4 Overll Loss Function

In summary, the total loss of EMBERT is the sum of four losses:

Ltotal = Lex + λ1Lcecp + λ2Lest + λ3Lbem (10)

where Lex is the existing loss function used in BERT [9]. λ1, λ2 and λ3 are the
hyper-parameters in this model.



EMBERT: A Pre-trained Language Model for Chinese Medical Text Mining 249

Table 2. The statistical data and metrics of the six datasets.

Dataset Train Dev Test Task Metric

cNNER ∗ 12000 3000 5000 Nested-NER F1

cMedQANER [36] 1,673 175 215 NER F1

cMedQQ [36] 16,071 1,793 1,935 PI F1

cMedQNLI [36] 80,950 9,065 9,969 NLI F1

cMedQA [37] 186,771 46,600 46,600 QA ACC@1

WebMedQA [11] 252,850 31,605 31,655 QA ACC@1
∗ cNNER is the Chinese Nested Named Entity Recognition task
released in CHIP 2020. (http://cips-chip.org.cn/2020/eval1)

4 Experiments

In this section, we conduct extensive experiments to evaluate the performance
of EMBERT over multiple datasets. We also compare EMBERT with strong
baselines to show its superiority for Chinese medical text mining.

4.1 Experimental Settings

The pre-training data used in EMBERT is collected from the DXY community
medical question answering data3 and the DXY BBS data4. The total amount
of data is 5 GB. The pre-processing of the pre-training corpus is similar to that
of BERT [9]. For one document in the corpus, we use punctuation as the split
symbol to generate text segments. We aggregate these text segments into raw
training samples that are no longer than 512 tokens. Details on processing Chi-
nese medical entities are further described in the Appendix.

The model configurations of all BERT-based models are the same as BERT-
base5. We use a linear warmup schedule with a peak value of 5e-5 and the warmup
proportion is 10% of the total training steps. The AdamW optimizer [19] is used
with default parameters (β1 = 0.9, β2 = 0.999, ε = 1e−8 ) and a decoupled weight
decay of 0.01. Our implementation uses a batch size of 256 with a maximum
length of 512. For the bidirectional entity masking task, we use 200-dimension
positional embeddings. The hyper-parameters λ1, λ2, λ3 of the pre-training loss
are 2, 2, 0.56 respectively. The pre-training process is run on a single RTX-Titan
GPU and takes nearly ten days to complete.

3 https://portal.dxy.cn/.
4 https://www.dxy.cn/bbs/newweb/pc/home.
5 https://huggingface.co/bert-base-chinese.
6 In the experiment, we try several groups of hyper-parameters and find that the

setting [2, 2, 0.5] performs well.

http://cips-chip.org.cn/2020/eval1
https://portal.dxy.cn/
https://www.dxy.cn/bbs/newweb/pc/home
https://huggingface.co/bert-base-chinese
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Table 3. Performance of the five baseline models and EMBERT on six datasets. ♣ and
♠ indicate EMBERT initialized by BERT-base and MC-BERT, respectively.

Model Dataset

cMedQQ cMedNLI cMedQANER cNNER cMedQA WebMedQA

MC-BERT 87.16 96.36 83.99 66.61 74.46 80.54

ERNIE-THU 87.03 96.04 84.43 66.87 74.13 79.96

BERT-wwm 86.82 96.08 83.12 66.59 72.96 79.68

RoBERTa 86.97 96.11 83.29 66.72 73.18 79.57

BERT-base 86.72 96.06 83.07 66.46 73.82 79.72

EMBERT♣ 87.59 96.50 84.49 67.07 75.10 80.51

EMBERT♠ 88.06 96.59 85.02 67.22 75.32 80.63

4.2 Baseline Models and Downstream Task Datasets

In our experiments, we choose five strong PLMs as our baselines. I) BERT-
base [9] is the PLM trained by two self-supervised tasks, including MLM
(Masked Language Model) and NSP (Next Sentence Prediction). II) BERT-
wwm [6] explicitly forces the model to recover the whole word in pre-training
tasks, which is much more challenging. III) RoBERTa [23] changes the model
hyper-parameters, training strategies, and the corpus, with the BERT model
re-trained. IV) MC-BERT [36] proposes the entity masking and phrase mask-
ing self-supervised tasks in the Chinese medical domain. V) ERNIE [36] infuses
knowledge graph embedding generated by TransE algorithm into BERT layer,
thus equipping BERT with structural knowledge of KG. Note that we generate
TransE embedding with our KG and pre-train ERNIE with the same setting of
EMBERT.

Our experimental datasets include the following six datasets, involving two
Named Entity Recognition (NER) tasks, two Question Answering (QA) tasks,
one Natural Language Inference (NLI) task and one Paraphrase Identifica-
tion (PI) task. The dataset statistical results are shown in Table 2. Note that
cMedQANER, cMedQQ, cMedQNLI and cMedQA are from ChineseBLUE7. The
cMedQANER dataset is labeled from the Chinese community question answer-
ing dataset. Each cMedQQ sample contains a question pair with the task of
predicting whether the two sentences are similar. Both cMedQNLI and cMedQA
consist of question-answer pairs from BBS. The cNNER dataset is from the
Chinese medical NER evaluation of CHIP 2020. WebMedQA is a real-world Chi-
nese medical question answering dataset collected from online health consultancy
websites [11].

7 https://github.com/alibaba-research/ChineseBLUE. We do not include other
datasets in our experiments due to their small sizes.

https://github.com/alibaba-research/ChineseBLUE.
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4.3 Overall Model Results

Table 3 shows the performance of EMBERT and the baselines on each dataset.
Compared with general-domain PLMs, MC-BERT and EMBERT achieve much
larger improvement, which demonstrates that it is essential to perform close-
domain pre-training for obtaining promising results. Also, it can be seen that
EMBERT achieves notable improvement pre-trained from both BERT-base
and MC-BERT, demonstrating the effectiveness of our model and suggests
EMBERT boosts performance in a different way from MC-BERT. Besides,
although EMBERT uses a much smaller training corpus, our model outperforms
MC-BERT significantly on most datasets. The only exception is WebMedQA
(EMBERT 80.51% vs MC-BERT 80.54% on ACC@1). We suggest that is because
the texts of the dataset are more similar to the corpus used by MC-BERT.

4.4 Ablation Studies

To evaluate the effects of three important components in our model, we remove
them and test our model on four datasets, respectively. Since MC-BERT uses
BERT-base as the starting point of pre-training, we also evaluate EMBERT
from BERT-base rather than MC-BERT to avoid the influence of MC-BERT.
The experimental results are summarized in Table 4.

As we can see, the performance of EMBERT drops greatly when we remove
any components from our model. This phenomenon suggests that our pre-
training methods are beneficial across a variety of tasks. On the two NER
datasets, the effect of Entity Segmentation plays a major role in performance
improvement, and we conjecture that it is because this mechanism injects entity
boundary information into the model, which is critical for the NER task.

For cMedQQ, most of the performance degradation is caused by removing
the Context-Entity Consistent Prediction task (–0.37% on F1). Note that the
questions in this task are relatively short, and the contexts of words are relatively
incomplete. Therefore, the ability to match keywords with possibly different
surface forms between question pairs is highly important. On the other hand,
since our model learns lots of synonyms with the aforementioned mechanism, it
is reasonable to achieve a notable improvement.

The Bidirectional Entity Masking mechanism improves the performance of
the cMedQA task performance significantly. We manually check 100 samples
where EMBERT predicts the right answers and EMBERT without bidirectional
entity masking does not. According to our observation, the EMBERT without
the mechanism often makes mistakes because parts of the long entities are often
treated as normal words, while the complete EMBERT does not as it can under-
stand the long entities better as we expect.

4.5 Analysis of Attention Weight Distributions

In our EMBERT model, we propose three pre-training mechanisms to capture
semantic relations between and inside Chinese medical entities. To further verify
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Table 4. Ablation studies on four datasets.

Model Dataset

cMedQQ cMedQANER cMedQA cNNER

EMBERT♠ 88.06 85.02 75.32 67.22

EMBERT♣ 87.59 84.49 75.10 67.07

MC-BERT 87.16 83.99 74.46 66.61

w/o entity consistency 87.22 | –0.37 ↓ 84.22 74.68 66.84

w/o bidirectional mask 87.43 84.28 74.25| –0.85↓ 67.03

w/o entity segmentation 87.54 84.14| –0.35↓ 74.89 66.71| –0.36↓
w/o all above 87.02 83.76 74.03 66.48

Fig. 2. The sum of attention weights of each token to “[ENT]” from the interme-

diate layer of EMBERT. “[ENT]” refers to three types of entity. “ ”

(hypoproteinemia) and “ ” (kwashiorkor) are the synonymous entities.

“ ” (gastroenteritis) is an entity randomly selected from the Chinese medi-
cal knowledge graph. Due to the limitation of the page width, we only show 20 tokens
in the sentence.

the effect of our mechanisms, we perform two additional intrinsic experiments
as described below.

Attention Weight Similarity. We hypothesize that an entity should have a
similar influence on the attention weight to the context with its synonym than
that of a randomly selected entity. Therefore, we take a sentence from our pre-
training corpus an entity “ ” (hypoproteinemia), and then replace
the entity with its synonymous term and a randomly selected entity respectively
as an example in Fig. 2. The resulting three sentences are the same anywhere
except on the position of the replaced entity. We feed the three sentences into
EMBERT separately and take out the attention matrix at layer 11. The atten-
tion from the positions of the replaced entity to other positions in the sentences
is summed for each sentence. We can easily tell that the attention weights of
the entity “ ” (hypoproteinemia) are much more similar to the atten-
tion weights of the synonym “ ” (hypoproteinemia), which has a very
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different surface form than that of the randomly selected entity “ ”
(gastroenteritis).

Attention Weights Heat Map. In addition, we analyze the effect of mecha-
nisms on long entities in our model. Figure 3 illustrates the self-attention token
weights in BERT-base and EMBERT. Each row values are attention weights
from the corresponding token to all tokens, which sum to one. The darker the
colors of the squares in the figure, the greater the similarity between the tokens
learned by the model. In this example, “ ” (aplastic anemia) is
a long entity and “ ” (HCV) is a short entity in Chinese. It can be seen
from Fig. 3 that EMBERT pays the most attention to other tokens within the
same entity while the attention weights of BERT are scattered over all tokens
(see Fig. 3 blue line of dashes). Hence, EMBERT represents entities in sentences
much better than BERT. Meanwhile, we also find that tokens in adjective terms
attend to atomic terms in EMBERT much more than those in BERT, such as
“ ” (anemia) in “ ” (aplastic anemia).

Fig. 3. Chinese long entity attention weights sum based on different pre-trained lan-
guage models from all heads at layer 10. The blue line of dashes illustrate the self-
attention weights of some important Chinese entities in the sentence. (Color figure
online)

Table 5. Results on Chinese medical tasks with different corruption rates.

Corruption rate cMedQQ cMedQANER cMedQA cNNER

7.5% 87.49 84.80 74.89 66.93

15% 88.06 85.02 75.32 67.22

25% 87.80 85.28 75.11 67.28
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4.6 Varying the Corruption Rate

In this section, we discuss the impact of different corruption rates. We pre-train
EMBERT with different corruption rates and test them on four datasets across
three tasks. The results are summarized in Table 5. In general, we find that the
corruption rates have a limited effect, which is consistent with previous work [28].
The only exception is that NER tasks have maintained a steady improvement
with the corruption rate increases, and we hypothesize that it is because the
model has more chances to learn boundary information on a large-scale corpus.
However, a larger corruption rate does degrade performances on other tasks. In
order to keep a balance of the performances of EMBERT on a variety of tasks,
we use a corruption rate of 15% as default.

5 Conclusion and Future Work

In this paper, we propose a large-scale PLM for Chinese medical text mining,
namely EMBERT. Specifically, EMBERT captures internal and external entity-
level semantic relations by three self-supervised tasks. As a result, our model
achieves significant improvement over five strong baselines on six Chinese medi-
cal text mining datasets. Note that it is possible to further expand our method
for other languages while overcoming the differences in language characteristics
and the lack of resources. In the future, we will try to gather texts from different
sources for evaluating the effect of EMBERT in more fine-grained domains.
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Development Program of China under Grant No. 2016YFB1000904. We thank the
anonymous reviewers for their careful reading and insightful comments on our
manuscript.

Appendix

Entity Segmentation. To segment long entities, we first build an entity vocab-
ulary with a cut-point set. Similar to MC-BERT, we leverage AutoPhrase [17]
to harvest a set of high-quality entities in the medical domain from the training
corpus. Those entities combined with entities in the KG form the final enti-
ties vocabulary. Meanwhile, we utilize the segmentation model generated by
AutoPhrase to create primitive segmentation results of entities. Next, we calcu-
late the frequency of the characters at the start or the end of each segment. The
characters with the top-100 frequency are manually checked and can be used as
hints of segmentation, which are selected to form the cut-point set.

Long and Short Entity Detection. Initially, we choose entities in the vocab-
ulary that are longer than three characters as long entity candidates. For the
other entities, we regard them as short entities and use them as user-defined
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dictionary for Jieba8, a popular Chinese word segmentation tool. For each long
entity candidate, we first split at the positions of characters in the cut-point
set, then feed each split part into Jieba, and combine all the return values to
get intermediate segmentation results for the long entity candidate. Additionally,
for long entities candidates being cut into too many single characters, we treat
them as errors, and use the segmentation model from AutoPhrase to correct the
segmentation results of those long entities candidates. Finally, if a long entities
candidate can not be segmented into any smaller pieces, we regard it as a short
entity. The remaining long entity candidates are treated as true long entities.
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