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Abstract. Most entity ranking research aims to retrieve a ranked list
of entities from a Web corpus given a query. However, entities in plain
documents can be ranked directly based on their relative importance,
in order to support entity-oriented Web applications. In this paper, we
introduce an entity ranking algorithm NERank to address this issue.
NERank first constructs a graph model called Topical Tripartite Graph
from a document collection. A ranking function is designed to compute
the prior ranks of topics based on three quality metrics. We further pro-
pose a meta-path constrained random walk method to propagate prior
topic ranks to entities. We evaluate NERank over real-life datasets and
compare it with baselines. Experimental results illustrate the effective-
ness of our approach.
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1 Introduction

Ranking problems have been extensively studied to bring order to varying types
of objects, such as Web pages [1], products [2] and textual units [3]. With the
number of entities increasing rapidly on the Web, the problem of Entity Ranking
(ER) has drawn much attention. For example, ER tracks have been conducted
in INEX and TREC since 2006 and 2009, to rank entities from Web corpora
given a query topic [4].

In traditional ER tasks, the rank of entities is measured by the relevance
between a query topic (e.g. impressionist art in the Netherlands [5]) and entities
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with contextual information. In this paper, we consider a different problem:
ranking entities in document collections based on the importance of entities. For
example, given news articles related to Egypt Revolution as input, ER aims to
retrieve a ranked list of entities that are most relevant to Egypt Revolution,
including people (e.g., Hosni Mubarak, Mohamed Morsi), locations (e.g., Egypt,
Cairo), organizations (e.g., Muslim Brotherhood), etc1.

The task of ER in this paper is vital for several Web-scale applications:

– Entity-oriented Web Search: It facilitates Web entity recommendation,
rather than retrieving a list of Web documents that are relevant to the user
query but contain abundant or irrelevant information.

– Web Semantification: It identifies important entities from Web documents
and add semantic tags to the Web automatically.

– Knowledge Base Population: It potentially improves the performance of
knowledge base population by extracting and ranking entities from the Web
and linking them to knowledge bases.

The challenge of ER is that the ranking order of entities should be determined
by the contents of the document collection, with no additional knowledge sources
or user queries available. Additionally, the importance of entities is expressed
implicitly in natural language text, which can not be measured directly. There-
fore, it is difficult to extend traditional ER techniques to this scenario.

In this paper, we introduce a graph-based ranking algorithm NERank to
solve this task. Given a document collection as input, we mine latent topics
and model the semantic relations between documents, topics and entities in a
graphical model called Topical Tripartite Graph (TTG). A ranking function is
designed to estimate prior ranks of topics via three quality metrics (i.e., prior
probability, entity richness and topic specificity). The prior ranks are propagated
along paths in the TTG via a meta-path constrained random walk algorithm.
The final rank of entities can be estimated when this process converges.

In summary, we make the following contributions in this paper:

– We formalize the ER problem. A graphical structure TTG is proposed to
model the implicit semantic relations between documents, topics and entities.

– A ranking function is designed to calculate the prior ranks of topics based
on three quality metrics. We introduce a meta-path constrained random walk
algorithm to compute the ranks of entities by rank propagation.

– We conduct extensive experiments and case studies to illustrate the effective-
ness of our approach.

The rest of this paper is organized as follows. Section 2 summarizes the related
work. We define the ER problem in Sect. 3. The proposed approach is described
in Sects. 4 and 5. Experimental results are presented in Sect. 6. We conclude our
paper and discuss the future work in Sect. 7.

1 See background info at:
https://en.wikipedia.org/wiki/Egyptian Revolution of 2011.

https://en.wikipedia.org/wiki/Egyptian_Revolution_of_2011
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2 Related Work

Research efforts on ER have been put to address the problem of retrieving a
ranked list of entities given a query. In the task of ER, entities can be of a
certain type, for example, searching for experts in a specific domain [7]. The
more general problem is ranking entities of various kinds. Recently, a lot of
ER related research has been conducted in the context of INEX and TREC
evaluation, started in 2006 and 2009, respectively.

Besides these ER tracks, ER provides a new paradigm to rank and retrieve
information at an entity level in the field of Web search. Nie et al. [8] propose
a link analysis model PopRank to rank Web “objects” (i.e., entities) within a
specific domain, which considers the relevance and popularity of entities. For
vertical search, Ganesan et al. [2] leverage online reviews to design several ER
models based on user’s preference for the purpose of product ranking and rec-
ommendation. Lee et al. [9] model multidimensional recommendation as an ER
problem, and adopt Personalized PageRank algorithm [10] to rank entities for
e-commerce applications.

External data sources are utilized to provide additional information for more
accurate ER. Kaptein et al. [4] use the Wikipedia category structure as a pivot to
identify key entities properly. They reduce the problem of Web ER to Wikipedia
ER. Ilieva et al. [11] make use the rich attribute information in knowledge bases
to improve the coverage and quality of ER. For short text analysis, Meij et al.
[12] apply learning-to-rank models to extract key concepts in tweets and link to
Wikipedia. However, none of the prior work considers the ER task in this paper.
With entities in documents ranked correctly, a series of Web applications can be
benefitted to provide entity-oriented service.

3 Entity Ranking Problem

According to the task setting of ER, we take a collection of documents (denoted
as D) as input. Let m ∈ M denote an entity mention in document d ∈ D, recog-
nized by Named Entity Recognition (NER) techniques. Because entity mentions
appeared in the plain texts are unnormalized, simply ranking on M will result
in the “unnormalized ranking” issue. Consider the example in Table 1. Both

Table 1. Comparison between unnormalized and normalized ranking.

Unnormalized ranking Normalized ranking

Entity mention Rank value Normalized entity Rank value

Egypt 0.25 Hosni Mubarak 0.35

Mubarak 0.2 Egypt 0.25

Hosni Mubarak 0.15 Cario 0.1

Cario 0.1 · · · · · ·
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“Hosni Mubarak” and “Mubarak” refer to the former Egypt president “Hosni
Mubarak”. If they are unnormalized, they will receive separate, inconsistent and
under-estimated rank values.

Therefore, we employ an entity normalization procedure to map each m ∈ M
to its normalized form e ∈ E. To accomplish the task of ER, we assign each entity
e ∈ E a rank r(e) to represent the relative importance in D. For the illustration
purpose, the high-level process of ER is presented in Fig. 1. We also provide a
simple example to show the data processing steps of ER. Here, we present the
definition of ER formally as follows:

D
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went back to Cario, to 
meet US President 

Fig. 1. Illustration of the ER process and a simple example.

Definition 1. Entity Ranking. Given a document collection D and a normal-
ized named entity collection E detected from D, the goal is to give each entity
e ∈ E a rank r(e) to denote the relative importance such that (1) 0 ≤ r(e) ≤ 1
and (2)

∑
e∈E r(e) = 1.

The task definition in this paper is similar to the task Ranked-concepts to
Wikipedia (Rc2W) [13] and the more general task Ranked-concepts to Knowledge
Base (Rc2KB) in the entity annotator benchmark GERBIL [14]. We notice that
both tasks are comprised of two sub-steps: (i) entity linking (which maps an
entity mention to an entity in knowledge base) and (ii) ranking (which generates
the ranked order of entities). While much of the previous work addressed the task
of entity linking, we focus more on ER, which is not sufficiently studied. Another
difference is that since existing knowledge bases still face the incompleteness
issue, we do not require entities to be linked to Wikipedia or a knowledge base
before they can be ranked.

4 Topical Tripartite Graph Modeling

The key for accurate ER is to mine the implicit semantic relations between
documents and entities. Extracting language patterns that can help identify
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important entities from texts is difficult, due to the flexibility and complexity in
expression of natural languages. However, by topic modeling, the gap between
documents and entities can be bridged. In this section, we introduce the formal
definition of TTG and show the construction process of the graph in detail.

Topical Tripartite Graph. The TTG is a tripartite graph to model the semantic
relations among <document, topic> and <topic, entity> pairs. There are three
types of nodes (i.e., documents D, topics T and (normalized) entities E), and
two types of weighted, undirected edges (i.e., document-topic edges RDT and
topic-entity edges RTE). Here, we give the formal definition of TTG as follows:

Definition 2. Topical Tripartite Graph. A TTG w.r.t. document collection
D is a weighted, tripartite graph GD = (D,T,E,RDT , RTE). The nodes of the
graph are partitioned into three disjoint sets: documents D, topics T and entities
E. RDT and RTE are edge sets that connect nodes in < D,T > and < T,E >
pairs, respectively.

Additionally, weights of edges in TTG can be employed to quantify the
degrees of relation strength. In this paper, we employ a weight wdt(di, tj) ∈ (0, 1)
for an edge (di, tj) ∈ RDT and wte(ti, ej) ∈ (0, 1) for an edge (ti, ej) ∈ RET .

Graph Construction. The TTG construction process includes two parts: (1)
named entity recognition and normalization, which discovers and normalizes
named entities in document collections, and (2) entity-aware topic modeling,
which mines the latent topics in documents and calculates the weights of edges
in TTG. The general construction process of TTG is shown in Fig. 2.

Example of TTG

Document Topic Normalized Entity

d1

d2

d3

Topic #1

Topic #2

Egypt

Honsi Mubarak

Cario

Entity Aware Topic Modeling

Document

Topic

Common 
Word

Normalized 
Entity

Graph 
Construction

Fig. 2. Illustration of the TTG construction process.

Named Entity Recognition and Normalization. Entities in documents can
be automatically recognized by the NER tagger, such as Conditional Random
Fields [15]. Before we construct the TTG, entity normalization is necessary to
transform entity mentions recognized by NER to normalized forms. Take the
sentence “Mubarack was an former political leader in Egypt” as an example. It
is processed by an NER tagger, shown as follows:

Mubarack#PERSON was a political leader in Egypt#LOCATION

After entity normalization, the tagging sequence becomes:

Hosni Mubarack#PERSON was a political leader in Egypt#LOCATION
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In this paper, we employ the algorithm proposed by Jijkoun et al. [16] for entity
normalization, which applies approximate name matching, identification of miss-
ing references and name disambiguation techniques. Due to space limitations,
we omit the details here.

Entity Aware Topic Modeling. Topic models such as LDA [17] can model
the latent topics in documents. However, LDA models a document using the
“bag-of-words” model, without taking multi-word entities or unnormalized entity
mentions into consideration. To better fit the ER task, we introduce an entity
aware topic modeling approach, which models documents as a collection of tex-
tual units, consisting of normalized entities and common words (denoted as W ).
Additionally, we remove stop words and punctuations in these documents. Fol-
lowing the previous example, given sentence “Mubarack was a political leader
in Egypt”, we treat “Hosni Mubarack” and “Eqypt” as normalized entities, and
“political” and “leader” as common words.

With entity normalization and preprocessing steps, LDA is employed to
model the document-topic distributions Θ (represented as a |D| × |T | matrix)
and the topic-textual unit distributions Φ (|T | × |E ∪ W | matrix) given the
document collection D. In Table 2, we present some topics we discovered in the
document collection w.r.t Egypt Revolution. We also manually add a description
of each topic to illustrate that this approach is effective to detect latent aspects
in the document collection and model the relations between topics and entities.

The weights of edges in TTG are assigned based on distributions of entity
aware topic modeling. If the probability of a topic is high in a document, it means
the topic and the document have strong semantic associativity. Therefore, for
document di and topic tj , the weight is defined as wdt(di, tj) = θi,j where θi,j

is the element in the ith row and the jth column of Θ. Similarly, the semantic
relations between topics and entities can be measured by the topic-textual unit
distribution. We remove the columns for topic-common word distributions in Φ,
and denote the rest part of the matrix as Φ̂ (called topic-entity matrix). For
topic ti and entity ej , we have wte(ti, ej) = φ̂i,j where φ̂i,j is the element in the
ith row and the jth column of Φ̂.

Table 2. Topics discovered in document collection w.r.t. Egypt Revolution.

Topic Top normalized entities Top common words Description

#1 Egypt, Hosni Mubarak political, military, revolution Start of the revolution

#2 Mohamed Morsi, Egypt President, constitution, vote Presidential election

#3 Egypt, Israel, Iran government, foreign, peace Foreign countries’ reaction

#4 Egypt, Cairo economic, government, billion Revolution’s effect on economy

#5 Egypt tourism, tourist, travel, sea Revolution’s effect on tourism

5 Entity Ranking Algorithm

In this section, we present our NERank algorithm. Based on TTG, we compute
the prior ranks of topics in combination of three quality metrics. After that, a



NERank: Bringing Order to Named Entities from Texts 21

meta-path constrained random walk algorithm is proposed to calculate the ranks
of entities by propagating the prior topic ranks to entities over the TTG.

5.1 Prior Topic Rank Estimation

Without additional knowledge sources, it is difficult to determine the relative
importance of documents and entities. In contrast, entity aware topic modeling
can provide prior knowledge about topics. For example, in Table 2, we can see
that Topic #1 and Topic #2 are directly about major events in Egypt Revolution
and Topics #3-#5 discuss different aspects related to Egypt Revolution, but are
less relevant. To facilitate ER, we design the following quality metrics to calculate
the prior ranks of topics.

Prior Probability. Different topics have different probabilities to be discussed
in documents. Some topics are related to more documents in D (e.g. Topic #1
in Table 2), while others are only related to only a few articles (e.g. Topic #5).
We define the prior probability pr(ti) of each topic ti ∈ T using document-topic
distributions as pr(ti) = 1

|D|
∑|D|

j=1 θj,i. Because
∑|D|

j=1

∑|T |
t=1 θj,i = |D|, |D| is

served as a normalization factor.

Entity Richness. Entity richness measures the “goodness” of a topic from
an entity aspect. As entities play an important role in documents, the “rich-
ness” of entities is a useful signal to measure the quality of topics. Here, we
compute the “richness” as the sum of all probabilities of entities given topic
ti, i.e.,

∑|E|
j=1 φ̂i,j . Therefore, the entity richness score for topic ti is defined as:

er(ti) = 1
Zer

∑|E|
j=1 φ̂i,j where Zer =

∑|T |
m=1

∑|E|
n=1 φ̂m,n is a normalization factor.

Topic Specificity. Topic specificity measures the quality of a topic in an
information theoretic approach. Based on the analysis on entities and com-
mon words in each topic, we obverse that some topics are specific about some
events or latent aspects, while others only provide background information. We
extract all probabilities of topic ti in all d ∈ D as a |D|-dimensional vector
< θ1,i, θ2,i, · · · , θ|D|,i >. The unnormalized “specificity” of topic ti can be com-
puted as ts

′
(ti) =

∑|D|
j=1 θj,i log2 θj,i.

High “specificity” value means that there is no significant “burst” in topic
distributions, which filters out topics that are only strongly related to few doc-
uments. However, if a topic rarely appears in any documents, it may receive
a relatively high “specificity” score. In the implementation, we add a heuristic
rule to avoid this problem: if the prior probability pr(ti) is smaller than a small
threshold ε, we set ts(ti) = 0. Hence, the topic specificity of ti is defined as:

ts(ti) =

{
0 pr(ti) < ε
1

Zts

∑|D|
j=1 θj,i log2 θj,i pr(ti) ≥ ε

where Zts =
∑|T |

i=1 ts(ti) is a normalization factor.

Ranking Function. Combined the three quality metrics together, we can gen-
erate a feature vector for each topic ti ∈ T , i.e., F (ti) =< pr(ti), er(ti), ts(ti) >.
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Denote W as the weight vector where each element in W gives different impor-
tance for different features such that ∀wi > 0 and

∑
i wi = 1. Thus, the prior

rank for topic ti is defined as r0(ti) = W T · F (ti).
To learn the weights W for the features, we employ the max-margin technique

introduced in [18]. Given two topics ti and tj , if ti is a more important topic
than tj , judged by human annotators, we have r0(ti) > r0(tj). This implies that
the following constraint holds: W T ·F (ti)−W T ·F (tj) ≥ 1− ξi,j where ξi,j ≥ 0
is a slack variable. This learning problem can be modeled as training a linear
SVM classifier with the objective function ‖W ‖2

2 + C · ∑
i,j ξi,j , where C is a

tolerance parameter.

5.2 Meta-Path Constrained Random Walk Algorithm

With prior ranks of topics estimated, we aim to propagate ranks to other nodes
in order to obtain entity ranks. Based on the graphical structure of TTG, we
design a meta-path constrained random walk algorithm to rank entities.

In a TTG, we observe that (1) only topic nodes are connected with differ-
ent types of nodes (i.e., documents and entities) and (2) we only have prior
knowledge about ranks of topics. Thus, we define topic-centric meta-paths to
constrain the behavior of random walkers. Denote x → y as the action where
the random surfer walks from x to y. We define two types of meta-paths to embed
the semantics of document-topic and topic-entity relations, shown as follows:

Definition 3. TDT Meta-path. A TDT meta-path is a path defined over a
TTG GD which has the form ti → dj → tk where ti, tk ∈ T and dj ∈ D.

Definition 4. TET Meta-path. A TET meta-path is a path defined over a
TTG GD which has the form ti → ej → tk where ti, tk ∈ T and ej ∈ E.

TDT meta-paths encode the mutual enforcement effect between ranks of doc-
uments and topics. The assumption is that “good” documents relate to “good”
topics and vice versa. TET meta-paths update the ranks of entities and pass the
rank back to topic nodes for the next iteration of random walk.

Because random walk algorithms in meta-paths are effective for inference
based on previous research [19], we compute the ranks of entities by meta-path
constrained random walk. To better fit the graphical structure of a topical tri-
partite graph, we require that the random surfer is only allowed to walk along
TDT and TET meth-paths. To specify, the random surfer begins by selecting a
topic node ti ∈ T with probability r0(ti) (i.e., the prior rank of ti) as the start-
ing point. Next, the surfer makes the transfer along TDT and TET meta-paths.
Denote α and β as tuning parameters where α > 0, β > 0 and α + β < 1. One
iteration of the random walk process is shown as follows:

– With probability α, the random surfer walks through a TDT meta-path ti →
dj → tk. dj is selected with probability θj,i∑

dk∈D θk,i
for all dj ∈ D. Next, tk is

selected with probability θj,k for all tk ∈ T .
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– With probability β, the random surfer walks through a TET meta-path ti →
ej → tk. ej is selected with probability φ̂i,j

∑
ek∈E φ̂i,k

for all ej ∈ E. Next, tk is

selected with probability φ̂k,j
∑

tm∈T φ̂m,j
for all tk ∈ T .

– With probability 1 − α − β, the random surfer jumps to a topic node tj . tj is
selected with probability r0(tj) for all tj ∈ T .

This random walk process can be repeated iteratively until the system reaches
equilibrium. Each entity node ei will receive a score s(ei), indicating the number
of visits by random surfers. Thus, the rank of an entity ei is computed as r(ei) =

s(ei)∑
ej∈E s(ej)

. In the appendix, we will prove that this process will converge after

a sufficient number of iterations, and give the close-form solution of NERank.

6 Experiments

In this section, we conduct extensive experiments on news datasets to evaluate
the performance of NERank. We also compare our method with baselines to
make the convincing conclusion.

6.1 Datasets and Experimental Settings

We use two publicly available news datasets in our experiments (i.e., Timeline-
Data [20] and CrisisData [21]), described as follows:

– TimelineData - The dataset has 4,650 news articles that are related to 17
international events, such as BP oil spill, death of Michael Jackson, etc. Each
group of news articles belongs to a news agency, such as BBC and CNN.

– CrisisData - The dataset contains 15,534 news articles that report four recent
armed conflicts, including Egypt Revolution, Syria War, etc. These articles are
from 24 news agencies, obtained using Google search engine.

To generate document collections, we randomly sample 100 documents from
news articles related to the same event at each time. In total, we have 34 doc-
ument collections from TimelineData and 16 from CrisisData. We conduct
separate experiments on all document collections in the following experiments.

6.2 Experimental Results and Analysis

Ground Truth. The document collections used in this paper are all related
to news events. For ground truth, we first obtain the news summaries of each
document collection from [20,21], which are manually created by professional
journalists. Based on the event summaries, we recruit a group of CS gradu-
ates to label the entities as “most important”, “important”, “relevant”, etc.
Following the evaluation framework in [22], we finally have a ranked list of 15
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Fig. 3. Evaluation results under different parameter settings.

entities w.r.t. a document collection by majority voting, which are regarded as
“key” entities.

Evaluation Metrics. To evaluate different algorithms for ER, we compare
the top-k entities generated by machines with the ground truth. We employ
Precision@K (K = 5, 10, 15) and Average Precision as evaluation metrics. For
multiple document collections, we take the average as results and report Average
Precision@K and MAP in this paper. To compare NERank with baselines, we
additionally use paired t-test to evaluate the level of statistical significance.

Parameter Settings. We tune parameters in NERank, namely, number of top-
ics in LDA (|T |) and parameters for random walk (α and β). In Fig. 3, we
present the experimental results when we vary only one parameter at each time.
In Fig. 3(a), we fix α = β = 0.4 and change the number of topics. It can be
seen that although it is relatively hard to determine the number of topics, the
performance of NERank is not sensitive to this issue. In Fig. 3(b) and (c), we
set |T | = 10 and one parameter (α or β) to be 0.4 and vary the other. It shows
that our algorithm is not sensitive to the change of parameters. Note that the
weight vector W in the ranking function can be learned automatically and does
not need to be tuned. We manually label 500 topic pairs to train the ranking
model, and set |T | = 10 and α = β = 0.4 in following experiments.

Method Comparison. To our knowledge, there is no prior work concerning
ranking entities directly from document collections. However, there are abundant
research on keyword extraction. In this paper, we take unsupervised keyword
extraction methods as baselines. We first generate a ranked list of words using
baselines and filter out common words in the list to produce the ranked list of
entities. We also implement two variants of our approach, shown as follows:

– TF-IDF - rank entities based on TF-IDF scores.
– TextRank [3] - a graph-based iterative algorithm for textual unit ranking.
– LexRank [23] - a graph-based algorithm based on lexical centrality.
– Kim et al. [24] - a keyword extraction algorithm based on semantic similarity

between words.
– NERankUni - the variant of NERank which sets prior topic ranks uniformly.
– NERankα=0 - the variant of NERank which sets α = 0 in random walk and

thus ignores the semantic relatedness between documents and topics.
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Table 3. Evaluation results for different methods. (�: p-value≤0.05)

Method Average Precision@5 Average Precision@10 Average Precision@15 MAP

TF-IDF 0.85� 0.79� 0.73� 0.81�

TextRank 0.87� 0.83 0.73� 0.83�

LexRank 0.85� 0.8� 0.72� 0.8�

Kim et al. 0.87� 0.81� 0.76� 0.84�

NERankUni 0.80� 0.75� 0.71� 0.78�

NERankα=0 0.72� 0.61� 0.51� 0.62�

NERank 0.92 0.87 0.79 0.89

The results are shown in Table 3. We can see our method outperforms base-
lines TF-IDF, TextRank, LexRank and Kim et al. and TextRank because these
classical methods mostly capture the statistical characteristics of words and do
not exploit the latent topics in document collections. The comparison between
the variants and NERank shows that our topic rank function and meta-path
constrained random walk algorithm are effective to boost the performance of
ER. The results of paired t-test between NERank and baselines confirm that
our method outperforms other approaches.

Case Study. We present the ER results of four events generated by our app-
roach. Due to space limitation, we only present top-10 entities shown in Table 4.
It can be seen that our approach can extract and rank entities from documents
effectively.

Table 4. Top-10 entities of documents related to three events.

Entity Egypt Revolution Libya War BP Oil Spill

1 Egypt Libya BP

2 Mohamed Morsi Muammar Gaddafi Gulf of Mexico

3 Hosni Mubarak Tripoli Barack Obama

4 Cario NATO Louisiana

5 Muslim Brotherhood Benghazi Coast Guard

6 Tahrir Square Barack Obama United States

7 Israel Misrata Tony Hayward

8 Middle East United States Deepwater Horizon

9 United States National Transitional Council Florida

10 Tunisia Syria Transocean
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7 Conclusion and Future Work

In this paper, we formalize and address the problem of entity ranking. We design
a TTG model to represent the semantic relations between documents, topics
and entities. A meta-path constrained random walk algorithm is proposed to
calculate the ranks of entities after estimating the prior ranks of topics by three
quality metrics. The experimental results on two datasets demonstrate that the
proposed approaches achieve accurate results. In the future, we will explore the
task of joint entity linking and ranking for knowledge base population.

Appendix: Mathematical Analysis of NERank

We prove that the random walk algorithm of NERank will converge and derive
the close-form solution. Let Tn denote the |T | × 1 matrix which represents the
ranks of topics in the nth iteration. Specially, T0 is the prior rank matrix for
topics. Let En denote the |E| × 1 entity rank matrix in the nth iteration. Based
on the random walk process, the rank update of topics for TDT meta-path is
formulated as: Tn = ΘR

T Θ · Tn−1 where ΘR is the row-normalized matrix of
Θ. Similarly, for TET meta-path, we have Tn = Φ̂CΦ̂T

R · Tn−1 where Φ̂R and
Φ̂C are the row-normalized and column-normalized matrices of Φ̂, respectively.
The update rule in one iteration is formulated as:

Tn = α · ΘR
T Θ · Tn−1 + β · Φ̂CΦ̂T

R · Tn−1 + (1 − α − β) · T0

For simplicity, we define M = α · ΘR
T Θ + β · Φ̂CΦ̂T

R. By iteration, we have
Tn = Mn · T0 + (1 − α − β) · ∑n−1

i=0 Mi · T0. Because limn→∞ Mn = 0 and
limn→∞

∑n−1
i=0 Mi = (I − M)−1, the limit of matrix series {Tn} is derived as:

lim
n→∞ Tn = lim

n→∞ Mn ·T0+(1−α−β) lim
n→∞

n−1∑

i=0

Mi ·T0 = (1−α−β)(I−M)−1T0

where I is the |T | × |T | identity matrix. Therefore, the ranks of topics will
converge in NERank. Because the rank of entities En can be computed by En =
Φ̂T

R · Tn. Denote E∗ as the close form solution vector for entity ranks. We have

E∗ = (1 − α − β) · Φ̂T
R(I − α · ΘR

T Θ − β · Φ̂CΦ̂T
R)−1 · T0

where the rank of entity ei (i.e., r(ei)) is the ith element in E∗.
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